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1. Introduction

The theory of operators on a Hilbert space has to a significant extent revolved around the problem of characterizing the invariant subspaces of specific examples of operators. The primary motives are two-fold for such an approach. In the first instance several interesting mathematical results follow from the study of the structure of invariant subspaces of specific operators. A classical illustration of this assertion is the fundamental work of Beurling [1] in describing the invariant subspaces of the unilateral shift on the Hardy space \( H^2 \). Another instance of importance is the description of the invariant subspaces of a weighted shift operator on the Hilbert space of square summable sequences by Donoghue [2] where the weight sequence was \( \left\{ \frac{1}{2^n} \right\}_{n=0}^{\infty} \). Donoghue’s work gave rise to a series of deep and interesting generalizations by Nikolskii and others about which we shall elaborate a little in the coming paragraphs. The second motivation for
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the study of invariant subspaces is the fact that insights tend to emerge about an operator when it is restricted to an invariant subspace and the operator then assumes a simple form as can be seen in the case of the Wold decomposition of an isometry [7, page 109] and in recent articles [11, 12] by the authors of this paper.

Throughout this article, \( \mathbb{N} \) denotes the set of non-negative integers and \( \mathcal{H} \) denotes a separable Hilbert space with orthonormal basis \( \{ e_n \}_{n \in \mathbb{N}} \). For a bounded sequence \( \{ w_n \}_{n \in \mathbb{N}} \) of positive real numbers, the forward weighted shift with the weight sequence \( \{ w_n \}_{n \in \mathbb{N}} \) is the operator \( T \in B(\mathcal{H}) \) defined by \( T(e_n) = w_n e_{n+1} \) for all \( n \in \mathbb{N} \) and its adjoint, known as the backward weighted shift, is given by \( T^*(e_0) = 0 \) and \( T^*(e_n) = w_{n-1} e_{n-1} \) for all \( n \geq 1 \).

In this article, we are interested in unicellular weighted shift operators. These are weighted shifts for which the lattice of invariant subspaces is a totally ordered set with respect to the set inclusion. In [2], Donoghue gave the first example of a unicellular weighted shift with \( \mathcal{H} = \ell^2 \) and \( w_n = \frac{1}{2^n} \) where he showed that the only invariant subspaces for this weighted shift are of the form \( \bigvee_{n \geq k} \{ e_n \} \) for \( k \in \mathbb{N} \). Identifying the key properties of these weights, Nikolskii extended this result, using completely different techniques, to the entire class of square summable monotonically decreasing sequence of positive real numbers [13]. In fact, he proved much more, he showed that the lattice of invariant subspaces of \( T \) stays the same even when you consider it as an operator on \( \ell^p \) for \( 1 \leq p \leq \infty \) and \( \{ w_n \}_{n \in \mathbb{N}} \) to be a monotonically decreasing sequence in \( \ell^q \) consisting of positive numbers where \( 1/p + 1/q = 1 \). He continued this line of research in [14, 15]; however, with a new approach based on the notion of Riesz basis in \( \ell^p \) spaces. In these later papers, he gave a few more necessary and sufficient conditions on weights for \( T \) to be unicellular. In [20], Yakubovich used Banach algebra techniques to prove the unicellularity of \( T \) by obtaining the same lattice of invariant subspaces under much weaker conditions on the weights. We refer the interested readers to [5, 6, 8, 9, 10, 16, 17, 18, 19, 22] and the references therein.

In this paper, we mainly focus on three problems: (i) characterization of invariant subspaces of \( T^{*2} \), (ii) characterization of invariant subspaces of \( T^{*3} \), and (iii) characterization of joint-invariant subspaces of \( T^{*2} \) and \( T^{*3} \). Characterizing invariant subspaces for an operator is equivalent to characterizing invariant subspaces for its adjoint; so our work is also a step in the above-mentioned direction of research.

Our investigation deals with finite-dimensional and infinite-dimensional subspaces separately. For the finite-dimensional case, we work with the assumption that \( T \) is a unicellular operator. In this case, we show that, with simple manipulations, all weights can assumed to be 1. This allows us to obtain characterizations of finite-dimensional subspaces in above-mentioned all three problems under the assumption that \( T \) is unicellular without imposing any extra conditions on the weights. On the contrary, the nature of weights play a
crucial role in study of infinite-dimensional subspaces. We give characterizations of infinite-dimensional subspaces in all above-mentioned problems for two classes of weights. Here we do not assume $T$ to be unicellular; however, for both these classes $T$ is already known to be unicellular. The invariant subspaces of $T$ for these classes of weights have been characterized by Nikolskii in [13] and Yadav & Chaterjee in [19] from where the unicellularity of $T$ for these classes of weights follows as a by-product. But we want to note that the case of finite-dimensional subspaces is far more daunting as compared to the infinite-dimensional subspaces case.

The organization of the paper is as follows. In Section 2, we give characterizations of finite-dimensional subspaces that are invariant under $T^{*2}$ (Theorem 2.5), $T^{*3}$ (Theorem 2.7), and joint-invariant under $T^{*2}$ and $T^{*3}$ (Theorem 2.11). In Section 3, we consider $T$ for two classes of weights. The invariant subspaces for these classes of weights have been characterized by Nikolskii in [13] and Yadav & Chaterjee in [19]. In Theorem 3.6, we show that a condition on weights considered in ([19], Theorem 1) is redundant for characterization of invariant subspaces of $T$. In this same paper, authors claim that their result generalizes the main theorem of [13], but our Examples 3.7 & 3.8 show that the set of conditions on weights in [13] and [19] are independent of each other. We then give characterizations of infinite-dimensional subspaces that are invariant under $T^{*2}$ (Theorem 3.9), invariant under $T^{*3}$ (Theorem 3.11), and joint-invariant under $T^{*2}$ and $T^{*3}$ (Theorem 3.12) corresponding to these two classes of weights. In the last section, we give some remarks and open problems related to $T$. We end this section with an interesting result on quasinilpotent unicellular operators. We give a sufficient condition (Corollary 4.4) on analytic functions $f$ so that $f(A)$ stays unicellular for a quasinilpotent unicellular operator $A$. This result not only generalizes the results of [9] and [10] for a much bigger class of unicellular operators but also gives a simpler proof of their results.

2. Finite-dimensional subspaces

Throughout this section we will assume $T$ to be a unicellular operator. In this section we will characterize finite-dimensional subspaces of $\mathcal{H}$ that are invariant under $T^{*l}$ for $2 \leq l \leq 3$, and we will also give a characterization of finite-dimensional subspaces that are jointly invariant under $T^{*2}$ and $T^{*3}$. We start by recording a very useful and crucial observation that if a finite-dimensional subspace is invariant under $T^{*l}$ for some $l$, then it must be contained in $M_k = \bigvee_{i=0}^{k} e_i$ for some $k \in \mathbb{N}$. To justify this, we first note that in [3] the author proved that a unicellular forward weighted shift on a separable Hilbert space is always quasinilpotent, that is, its spectrum equals $\{0\}$. In particular, $\sigma(T^{*}) = \{0\}$ which yields that $\sigma(T^{*l}) = \{0\}$ for every $l$. Thus the resolvent set $\rho(T^{*l}) = \mathbb{C} \setminus \{0\}$ does not has any bounded component; therefore, the full spectrum of $T^{*l}$ also equals $\{0\}$. Recall that for any bounded linear operator $A$ on a Hilbert space, the full spectrum of $A$, denoted by $\eta(\sigma(A))$, is defined as the union of $\sigma(A)$ and the bounded components of $\rho(A)$. Now let $M$ be a closed subspace of $\mathcal{H}$ that is
invariant under $T^{\ast l}$ for some $l$. Then, using Theorem 0.8 from [16], $\sigma(T^{\ast l}|\mathcal{M}) \subseteq \eta(\sigma(T^{\ast l})) = \{0\}$ which gives that $\sigma(T^{\ast l}|\mathcal{M}) = \{0\}$. Now, if we further assume $\mathcal{M}$ to be finite-dimensional, then $\sigma(T^{\ast l}|\mathcal{M}) = \{0\}$ which makes $T^{\ast l}|\mathcal{M}$ a nilpotent operator. As a result, there exists some $n$ such that $T^{\ast n}(x) = 0$ for every $x \in \mathcal{M}$ which establishes that $\mathcal{M} \subseteq M_{n\mathcal{M}}$.

Next we show that in case of finite-dimensional subspaces it is enough to focus on weighted shifts where all weights equal to 1. For a fixed $k \geq 1$, define

$$X : M_k \to M_k \text{ by } Xe_n = \delta_ne_n$$

with $\delta_0 = 1, \delta_n = \omega_0\omega_1 \cdots \omega_{n-1}$ for $1 \leq n \leq k$, and

$$T^*_1 : M_k \to M_k \text{ by } T^*_1e_0 = 0, T^*_1e_n = e_{n-1} \text{ for } 1 \leq n \leq k.$$  \hfill (2.1)

Then $(X^{-1}T^*_1X)e_n = (X^{-1}T^*_1)\delta_ne_n = \delta_nX^{-1}e_{n-1} = \omega_{n-1}e_{n-1} = T^*_1e_n$. Therefore, $X^{-1}T^*_rX = T^*_r$ which implies that $X^{-1}T^*_rX = T^*_r$ for any $r \geq 1$. So if $\mathcal{M} \subseteq M_k$ is a closed subspace, then $T^*_1(\mathcal{M}) \subseteq \mathcal{M}$ if and only if $T^*_r(X^{-1}\mathcal{M}) \subseteq X^{-1}\mathcal{M}$. This precisely means that for characterization of invariant subspaces of $T^*_r$ for any $r \geq 1$, it is enough to characterize invariant subspaces of $T^*_1$. Hence, throughout this section we will work with the backward shifts with all the weights equal to 1 and for convenience of notation we will denote $T^*_1$ by $T^*$.

The following are two well-established results pertaining to nilpotent operators.

**Lemma 2.1.** Let $V$ be a vector space and $S : V \to V$ be a linear operator. If for some $x \in V$ and some positive integer $m$

$$S^{m-1}x \neq 0 \text{ but } S^mx = 0,$$

then the set $\{x, Sx, \ldots, S^{m-1}x\}$ is linearly independent.

**Theorem 2.2.** (Cyclic Nilpotent Theorem). Every linear nilpotent operator on a finite-dimensional vector space splits into a direct sum of cyclic linear nilpotent operators.

The above theorem asserts that if $V$ is a finite-dimensional vector space and $S : V \to V$ is a linear nilpotent operator, then there exist $x_1, \ldots, x_k \in V$ and $m_1, \ldots, m_k \in \mathbb{N}$ such that

$$V = \bigoplus_{i=1}^{k} \langle x_i \rangle_S,$$

where $\langle x_i \rangle_S = \text{span} \{x_i, Sx_i, \ldots, S^{m_i}x_i\}$

for some $m_i$ and $\dim V = \sum_{i=1}^{k} (m_i + 1)$.

Using Lemma 2.1 and Theorem 2.2, we obtain the following result.

**Corollary 2.3.** Let $\mathcal{M}$ be a finite-dimensional subspace of $\mathcal{H}$ such that $T^{\ast n}\mathcal{M} \subseteq \mathcal{M}$ for some $n \in \mathbb{N}$. Then $\mathcal{M}$ splits into direct sum of at most $n$ number of $T^{\ast n}$-
invariant cyclic subspaces, that is, there exist \( x_1, \ldots, x_k \in \mathcal{M} \), \( 1 \leq k \leq n \) such that

\[
\mathcal{M} = \bigoplus_{i=1}^{k} \langle x_i \rangle_{T^n}.
\]

**Proof.** Since \( T^n \) is a nilpotent operator on \( \mathcal{M} \), therefore \( \mathcal{M} \subseteq \mathcal{M}_k \) for some \( k \in \mathbb{N} \). Then, according to Theorem 2.2, there exist vectors \( x_1, \ldots, x_k \in \mathcal{M} \) such that

\[
\mathcal{M} = \bigoplus_{i=1}^{k} \langle x_i \rangle_{T^n},
\]

where \( \langle x_i \rangle_{T^n} = \text{span} \{ x_i, T^{n+1}x_i, \ldots, T^{nk}x_i \} \) and \( \dim \mathcal{M} = \sum_{i=1}^{k} (m_i + 1) \).

Since \( T^n(m_{i+1})x_i = 0 \) for all \( i \), therefore \( \{T^n m_{i} x_i\} \subseteq \mathcal{M}_{n-1} \). Also \( \dim \mathcal{M}_{n-1} = n \) and the set \( \{T^n m_{i} x_i\} \) is linearly independent, this implies that \( 1 \leq k \leq n \). This completes the proof. \( \square \)

We first consider the case of finite-dimensional subspaces that are invariant under \( T^{n} \). From the above discussion we know that if \( \mathcal{M} \) is finite-dimensional subspace such that \( T^n \mathcal{M} \subseteq \mathcal{M} \), then \( \mathcal{M} \subseteq \mathcal{M}_k \) for some \( k \in \mathbb{N} \). Suppose \( \dim \mathcal{M} = n \), then we can easily verify that:

(i) \( \mathcal{M} \) is non-cyclic if and only if \( \mathcal{M} \subseteq \mathcal{M}_k \) for some \( n - 1 \leq k \leq 2n - 3 \).

(ii) \( \mathcal{M} \) is cyclic if and only if \( \mathcal{M} \subseteq \mathcal{M}_k \) for some \( 2n - 2 \leq k \leq 2n - 1 \).

**Lemma 2.4.** Let \( \mathcal{M} \subseteq \mathcal{H} \) be a finite-dimensional non-cyclic \( T^{n2} \)-invariant subspace. Then \( e_0, e_1 \in \mathcal{M} \).

**Proof.** Since \( \mathcal{M} \) is a finite-dimensional non-cyclic subspace of \( \mathcal{H} \) invariant under \( T^{n2} \), then using Corollary 2.3, there exists \( x_1, x_2 \in \mathcal{M} \) such that

\[
\mathcal{M} = \langle x_1 \rangle_{T^{n2}} \oplus \langle x_2 \rangle_{T^{n2}},
\]

where \( \langle x_i \rangle_{T^{n2}} = \text{span} \{ x_i, T^{n2}x_i, \ldots, T^{n2m}x_i \} \) for \( i = 1, 2 \), and \( \dim \mathcal{M} = m_1 + m_2 + 2 \).

Since \( T^{n2(m_{i+1})}x_i = 0 \) and \( T^{n2(m_{i+2})}x_i = 0 \), therefore \( \{T^{n2m}x_i \} \subseteq \mathcal{M}_1 \). Now, let us consider the following

\[
T^{n2m_1}x_1 = ae_0 + be_1 \quad \text{and} \quad T^{n2m_2}x_2 = ce_0 + de_1, \quad \text{where} \ a, b, c, d \in \mathbb{C}.
\]

Using the above equations we can deduce that \( dT^{n2m_1}x_1 - bT^{n2m_2}x_2 = (ad - bc)e_0 \). We know the set \( \{T^{n2m_1}x_1, T^{n2m_2}x_2\} \subseteq \mathcal{M} \), therefore \( e_0 \in \mathcal{M} \). Similarly we can prove that \( e_1 \in \mathcal{M} \), and we are done. \( \square \)

**Theorem 2.5.** Let \( \mathcal{M} \) be a non-cyclic \( n \)-dimensional subspace of \( \mathcal{H} \) invariant under \( T^{n2} \), then

\[
\mathcal{M} = \text{span}\{e_0, \ldots, e_{n-p-2}, T^{n2p}x, \ldots, x\},
\]

where \( x \in \mathcal{M} \) such that \( \langle x, e_{n+p} \rangle \neq 0 \) for some \( -1 \leq p \leq n - 3 \).
Proof. Since $\mathcal{M}$ is a non-cyclic $n$-dimensional subspace of $\mathcal{K}$ invariant under $T^{*2}$, then $\mathcal{M} \subseteq M_k$ ($n - 1 \leq k \leq 2n - 3$).

Let $k = 2j + t$ for some $j \in \mathbb{N}$ and $t = 0, 1$. Therefore $\mathcal{M} \subseteq M_{2j+t}$ and there exist a $x \in \mathcal{M}$ such that $\langle x, e_{2j+t} \rangle \neq 0$. Consider

$$x = \sum_{i=0}^{2j+t} \alpha_i e_i, \quad \alpha_{2j+t} \neq 0. \quad (2.3)$$

According to Lemma 2.1 the set $\langle x \rangle_{T^{*2}} = \text{span} \{x, T^{*2}x, \ldots, T^{*2j}x\}$ is linearly independent and hence, $\dim \langle x \rangle_{T^{*2}} = j + 1$.

Since $\mathcal{M}$ is non-cyclic, then according to Corollary 2.3 there exist a subspace $\mathcal{W} \subseteq \mathcal{M}$ invariant under $T^{*2}$ such that $\mathcal{M} = \langle x \rangle_{T^{*2}} \oplus \mathcal{W}$. Now, $\dim \mathcal{W} = \dim \mathcal{M} - \dim \langle x \rangle_{T^{*2}} = n - j - 1$. This yields that $\mathcal{W} \subseteq M_{2n-2j-3}$, otherwise if there exist an $v \in \mathcal{W}$ such that $\langle v, e_i \rangle \neq 0$ for some $i \geq 2n - 2j - 2$, then the set $\{y, T^{*2}y, \ldots, T^{*2(n-j-1)}y\} \subseteq \mathcal{W}$ implying that $\dim \mathcal{W} \geq n - j$. Suppose $\mathcal{W} = \langle y \rangle_{T^{*2}}$ for some $y \in M_{2n-2j-3}$, where

$$y = \sum_{i=0}^{2n-2j-3} \beta_i e_i \quad (2.4)$$

with at least one of the coefficients $\beta_{2n-2j-4}, \beta_{2n-2j-3} \neq 0$.

For $0 \leq m \leq n - j - 2$, the set $\{T^{*2(m-j)}x, T^{*2(n-j-2-m)}y\} \subseteq M_{2m+1}$. Now, we are going to apply induction on the set $\{T^{*2(j-m)}x, T^{*2(n-j-2-m)}y\}$ for every $m$, to show that $\{e_0, e_1, \ldots, e_{2n-2j-3}\} \subseteq \mathcal{M}$.

For $m = 0$. The vectors $\{T^{*2}x, T^{*2(n-j-2)}y\} \subseteq \mathcal{M}_1$ are linearly independent. Then according to Lemma 2.4 we have $e_0, e_1 \in \mathcal{M}$.

For $m = l$. Let us assume that $\{e_0, e_1, \ldots, e_{2l+1}\} \subseteq \mathcal{M}$.

For $m = l+1$. We have $\{T^{*2(j-l-1)}x, T^{*2(n-j-l-3)}y\} \subseteq M_{2l+3}$. Using Equations (2.3) and (2.4) we get

$$\quad T^{*2(j-l-1)}x = \sum_{i=0}^{2l+3} \alpha_i e_i \quad \text{and} \quad T^{*2(n-j-l-3)}y = \sum_{i=0}^{2l+3} \beta_i e_i.$$

Let us consider the following

$$p_1 = T^{*2(j-l-1)}x - \sum_{i=0}^{2l+1} \alpha_i e_i = \alpha_{2l+3} e_{2l+3} + \alpha_{2l+3} e_{2l+3}$$

and

$$q_1 = T^{*2(n-j-l-3)}y - \sum_{i=0}^{2l+1} \beta_i e_i = \beta_{2l+3} e_{2l+3} + \beta_{2l+3} e_{2l+3}.$$

For some $\alpha, \beta \in \mathbb{C}$, let us assume that $\alpha p_1 + \beta q_1 = 0$. Then applying $T^{*2(l+1)}$ on both sides of the equation we get

$$\alpha T^{*2j}x + \beta T^{*2(n-j-2)}y = 0.$$
Since the set \( \{T^{2j}x, T^{2(n-j-1)}y\} \) is linearly independent, hence \( \alpha, \beta = 0 \). Thus \( \{p_1, q_1\} \subseteq M \) is linearly independent, therefore solving the above equations gives us that \( e_{2l+2}, e_{2l+3} \in M \). So by induction \( \{e_0, e_1, \ldots, e_{2n-2j-3}\} \subseteq M \).

Now we will divide the rest of the proof in two cases as follows:

**Case 1 \((t = 0)\).** In this case \( k = 2j \). Using Equation (2.3) we get

\[
T^{2(2j-n+1)}x = \sum_{i=0}^{2n-2j-2} \alpha_i e_i \quad \text{for some } \alpha_i \in \mathbb{C}.
\]

Then

\[
T^{2(2j-n+1)}x - \sum_{i=0}^{2n-2j-3} \alpha_i e_i = \alpha_{2n-2j-2} e_{2n-2j-2}
\]

which implies that \( e_{2n-2j-2} \in M \).

Since \( \{e_0, e_1, \ldots, e_{2n-2j-2}\} \subseteq M \) and the set \( \{x, T^{2j}x, \ldots, T^{2(2j-n)}x\} \subseteq M \) is linearly independent, therefore

\[
M = \text{span}\{e_0, \ldots, e_{n-2j-2}, T^{2(2j-n)}x, \ldots, x\}.
\]

Finally substituting the value of \( n + p = 2j \), we get

\[
M = \text{span}\{e_0, \ldots, e_{n-p-2}, T^{2p}x, \ldots, x\},
\]

where \( \langle x, e_{n+p} \rangle \neq 0 \) for some \(-1 \leq p \leq n - 3\).

**Case 2 \((t = 1)\).** In this case \( k = 2j + 1 \). Since \( \{x, T^{2j}x, \ldots, T^{2(2j-n+1)}x\} \subseteq M \) is linearly independent and \( \{e_0, e_1, \ldots, e_{2n-2j-3}\} \subseteq M \), therefore

\[
M = \text{span}\{e_0, \ldots, e_{2n-2j-3}, T^{2(2j-n+1)}x, \ldots, x\}.
\]

Finally substituting the value of \( n + p = 2j + 1 \), we get

\[
M = \text{span}\{e_0, \ldots, e_{n-p-2}, T^{2p}x, \ldots, x\},
\]

where \( \langle x, e_{n+p} \rangle \neq 0 \) for some \(-1 \leq p \leq n - 3\).

This completes the proof. \( \square \)

**Remark 2.6.** If we take \( T^* \) to be the unicellular backward weighted shift where the weights \( w_n \) may not all equal to \( 1 \) and take \( M \) to be a non-cyclic finite-dimensional subspace of \( H \) invariant under \( T^* \), then \( M \) is contained in \( M_k \) for some \( k \). Further, with the notations of Equations (2.1) and (2.2), \( XM \) is a non-cyclic finite-dimensional subspace which is invariant under \( T^*_1 \). Therefore, according to Theorem 2.5, there exists a vector \( x \) in the space \( XM \) such that

\[
XM = \text{span}\{e_0, e_1, \ldots, e_{n-p-2}, T^{2p}_1 x, T^{(p-1)}_1 x, \ldots, x\},
\]

where \( \langle x, e_{n+p} \rangle \neq 0 \) for some \(-1 \leq p \leq n - 3\). Then we can deduce that

\[
M = \text{span}\{e_0, e_1, \ldots, e_{n-p-2}, X^{-1}T^{2p}_1 x, X^{-1}T^{(p-1)}_1 x, \ldots, X^{-1}x\}. 
\]
Therefore

\[ \mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-p-2}, T^{s_2}p, T^{s_2(p-1)}y \} \],

where \( y = X^{-1}x \in \mathcal{M} \) and \( \langle y, e_{n+p} \rangle \neq 0 \). Hence, the general form of non-cyclic finite-dimensional invariant subspaces of \( T^{s_2} \) remains the same as given by Theorem 2.5 irrespective of whether the weights corresponding to \( T \) are all equal to 1 or not.

We now give the general form of a non-cyclic finite-dimensional subspace which is invariant under \( T^{s_3} \). Suppose \( \mathcal{M} \) is a finite-dimensional subspace of \( \mathcal{H} \) that is invariant under \( T^{s_3} \). Then, as explained earlier, \( \mathcal{M} \subseteq M_k \) for some \( k \). If \( \dim \mathcal{M} = n \), then we can easily verify that:

(i) \( \mathcal{M} \) is non-cyclic if and only if \( \mathcal{M} \subseteq M_k \) for some \( n-1 \leq k \leq 3n-4 \).

(ii) \( \mathcal{M} \) is cyclic if and only if \( \mathcal{M} \subseteq M_k \) for some \( 3n-3 \leq k \leq 3n-1 \).

**Theorem 2.7.** Let \( \mathcal{M} \) be a non-cyclic \( n \)-dimensional subspace of \( \mathcal{H} \) invariant under \( T^{s_3} \). Suppose \( p \) is the least integer such that \( \mathcal{M} \subseteq M_{n+p} \) and \( x \in \mathcal{M} \) with \( \langle x, e_{n+p} \rangle \neq 0 \). The following cases list all the possible forms that \( \mathcal{M} \) can assume:

1. If there exists \( y \in \mathcal{M} \) such that \( \{ T^{s_3(\frac{n+p-1}{3})}x, T^{s_3(\frac{2n-p-6s_1}{3})}y \} \) is linearly independent, then

\[ \mathcal{M} = \text{span} \{ x, T^{s_3}x, \ldots, T^{s_3(\frac{n+p-1}{3})}x, y, T^{s_3}y, \ldots, T^{s_3(\frac{2n-p-6s_1}{3})}y \}, \]

where \( n + p = 3j + t \) for some \( j \) and \( 0 \leq t \leq 2 \).

2. If there exists \( y \in \mathcal{M} \) such that either \( \{ T^{s_3(\frac{n+p-1}{3})}x, T^{s_3(\frac{n+p-3s_2}{3})}y \} \) is linearly independent when \( n + p = 3j \) for some \( j \) or \( \{ T^{s_3(\frac{n+p-1}{3})}x, T^{s_3(\frac{n+p-3s_2}{3})}y \} \) is linearly independent when \( n + p = 3j + 2 \) for some \( j \), then

\[ \mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-2p+3}, x, T^{s_3}x, \ldots, T^{s_3(p-r)}x, y, T^{s_3}y, \ldots, T^{s_3(p-2r)}y \} \]

for some \( 0 \leq r \leq \frac{p+1}{2} \). Further, if \( n + p = 3j + 1 \) for some \( j \) and \( \{ T^{s_3(\frac{2n+p-1}{3})}x, T^{s_3(\frac{2n+p-3s_2}{3})}y \} \) is linearly independent, then \( r \) must be zero, in which case

\[ \mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-2p+3}, x, T^{s_3}x, \ldots, T^{s_3(p)\cdot x}, y, T^{s_3}y, \ldots, T^{s_3(p)\cdot y} \}. \]

3. If there exists \( y \in \mathcal{M} \) such that \( \{ T^{s_3(\frac{2n+p-1}{3})}x, T^{s_3(\frac{2n+p-4s_1}{3})}y \} \) is linearly independent when \( n + p = 3j + 1 \) for some \( j \), then

\[ \mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-2p-2+3s}, x, T^{s_3}x, \ldots, T^{s_3(p-r)}x, y, T^{s_3}y, \ldots, T^{s_3(p)\cdot y} \}. \]
We can express the above form in another way

\[ \text{dim } \{ T^{3(p-2r-1)} y \} \]

for some \( 0 \leq r \leq \frac{p}{2} \).

**Proof.** Since \( \mathcal{M} \) is a non-cyclic \( T^{3} \)-invariant subspace such that \( \dim \mathcal{M} = n \), then \( \mathcal{M} \subseteq M_{n+p} \) \((-1 \leq p \leq 2n - 4)\).

Let \( n + p = 3j + t \) for some \( j \in \mathbb{N} \) and \( 0 \leq t \leq 2 \). Suppose there exist a \( x \in \mathcal{M} \) such that

\[ x = \sum_{i=0}^{3j+t} \alpha_i e_i, \quad \alpha_{3j+t} \neq 0. \quad (2.5) \]

Then according to Lemma 2.1, the set \( \langle x \rangle_{T^{3}} = \text{span} \{ x, T^{3}x, \ldots, T^{3j}x \} \) is linearly independent and hence \( \dim \langle x \rangle_{T^{3}} = j + 1 \).

Since \( \mathcal{M} \) is non-cyclic, then according to Theorem 2.2 there exist a subspace \( \mathcal{W} \) of \( \mathcal{M} \) invariant under \( T^{3} \) such that \( \mathcal{M} = \langle x \rangle_{T^{3}} \oplus \mathcal{W} \). Now, \( \dim \mathcal{W} = \text{dim } \mathcal{M} - \dim \langle x \rangle_{T^{3}} = n - j - 1 \). This yields that \( \mathcal{W} \subseteq M_{3n-3j-4} \), otherwise, if there exist an \( v \in \mathcal{W} \) such that \( \langle v, e_i \rangle \neq 0 \) for some \( i \geq 3n - 3j - 3 \), then the set \( \{ y, T^{3}y, \ldots, T^{3(n-j-1)}y \} \subseteq \mathcal{W} \) implying that \( \dim \mathcal{W} \geq n - j \).

Note that, according to Corollary 2.3 the subspace \( \mathcal{M} \) can be decomposed into at most three \( T^{3} \)-invariant cyclic subspaces. Then either there exist a \( y \in \mathcal{W} \) such that \( T^{3(n-j-2)}y \neq 0 \) or \( T^{3(n-j-2)}y = 0 \) for all \( y \in \mathcal{W} \).

Let us begin with the first possibility. Suppose there exist a \( y \in \mathcal{W} \) such that \( T^{3(n-j-2)}y \neq 0 \). In this situation, \( \mathcal{M} = \langle x \rangle_{T^{3}} \oplus \langle y \rangle_{T^{3}}, \) where \( \mathcal{W} = \langle y \rangle_{T^{3}} \) = \( \text{span} \{ y, T^{3}y, \ldots, T^{3(n-j-2)}y \} \). Then

\[ \mathcal{M} = \text{span} \{ x, T^{3}x, \ldots, T^{3j}x, y, T^{3}y, \ldots, T^{3(n-j-2)}y \} \].

We can express the above form in another way

\[ \mathcal{M} = \text{span} \{ x, T^{3}x, \ldots, T^{3(\frac{2n-p-1}{3})}x, y, T^{3}y, \ldots, T^{3(\frac{2n-p-4}{3})}y \} \],

where \( x \in M_{n+p} \) such that \( \langle x, e_{n+p} \rangle \neq 0 \) and \( n + p = 3j + t \) for some \( j \in \mathbb{N} \), \( 0 \leq t \leq 2 \).

For the second possibility, assume that \( T^{3(n-j-2)}y = 0 \) for all \( y \in \mathcal{W} \). Then \( \mathcal{M} \neq \langle x \rangle_{T^{3}} \oplus \mathcal{W} \). Going forward, to present the proof into a convenient way, we have divided it into three cases.

**Case 1 \((n + p = 3j)\).** Recall, from Equation (2.5) there exist an \( x \in \mathcal{M} \) such that

\[ x = \sum_{i=0}^{3j} \alpha_i e_i, \quad \alpha_{3j} \neq 0 \quad \text{and} \quad \dim \langle x \rangle_{T^{3}} = j + 1. \quad (2.6) \]

First of all if there exist \( v \in \mathcal{W} \) such that \( v = \sum_{i=0}^{3j} v_i e_i, \) \( v_{3j} \neq 0 \), then the set \( \{ T^{3j}x, T^{3j}v \} \subseteq M_0 \), which cannot be linearly independent, therefore
Then \( T^{*j}u = 0 \) for all \( u \in W \). Suppose there exist a \( y \in W \) such that \( T^{*j(y-1)}y \neq 0 \). Then
\[
y = \sum_{i=0}^{3j-1} \beta_i e_i, \quad \text{where at least one of the coefficient } \beta_{3j-1}, \beta_{3j-2} \neq 0. \quad (2.7)
\]
In particular, \( \langle y \rangle_{T^{*j}} = \text{span} \{ y, T^{*j}y, \ldots, T^{*j(y-1)}y \} \) and \( \dim \langle y \rangle_{T^{*j}} = j \). Since \( M \neq \langle x \rangle_{T^{*j}} \oplus W \), then according to Corollary (2.3) there exist a \( z \in W \) such that \( W = \langle y \rangle_{T^{*j}} \oplus \langle z \rangle_{T^{*j}} \). Therefore
\[
\dim(z)_{T^{*j}} = \dim W - \dim \langle y \rangle_{T^{*j}} = (n - j - 1) - j = n - 2j - 1.
\]
So we have \( \langle z \rangle_{T^{*j}} = \text{span} \{ z, T^{*j}z, \ldots, T^{*j(n-2j-3)}z \} \) and this indicates that \( T^{*j(n-2j-1)}z = 0 \), which guarantees \( z \in M_{3n-6j-4} \). In particular
\[
z = \sum_{i=0}^{3n-6j-4} y_i e_i, \quad (2.8)
\]
where at least one of the coefficients \( y_{3n-6j-4}, y_{3n-6j-5} \neq 0 \).

Equations (2.6), (2.7) and (2.8) implies that
\[
M = \text{span} \{ x, \ldots, T^{*j}x, y, \ldots, T^{*j(j-1)}y, z, \ldots, T^{*j(n-2j-2)}z \}.
\]
Now let us assume that \( T^{*j(y-1)}v = 0 \) for all \( v \in W \). Suppose there exist a \( y \in W \) such that \( T^{*j(y-2)}y \neq 0 \). Then using the similar arguments as above, we can deduce that there exist a \( z \in W \) such that
\[
\langle y \rangle_{T^{*j}} = \text{span} \{ y, T^{*j}y, \ldots, T^{*j(j-2)}y \}, \quad \dim \langle y \rangle_{T^{*j}} = j - 1,
\]
\[
\langle z \rangle_{T^{*j}} = \text{span} \{ z, T^{*j}z, \ldots, T^{*j(n-2j-1)}z \}, \quad \text{and } \dim \langle z \rangle_{T^{*j}} = n - 2j,
\]
where \( y \in M_{3j-4} \) and \( z \in M_{3n-6j-1} \). Then
\[
M = \text{span} \{ x, \ldots, T^{*j}x, y, \ldots, T^{*j(j-2)}y, z, \ldots, T^{*j(n-2j-1)}z \}.
\]
So continuing this way, after \( r \)-th such steps let us assume \( T^{*j(r-1)}v = 0 \) for all \( v \in W \). Suppose there exist a \( y \in W \) such that \( T^{*j(j-1-r)}y \neq 0 \). Then there exist a \( z \in W \) such that
\[
\langle y \rangle_{T^{*j}} = \text{span} \{ y, T^{*j}y, \ldots, T^{*j(j-1-r)}y \}, \quad (2.9)
\]
\[
\langle z \rangle_{T^{*j}} = \text{span} \{ z, T^{*j}z, \ldots, T^{*j(n-2j-2+r)}z \}, \quad (2.10)
\]
\[
\dim \langle z \rangle_{T^{*j}} = n - 2j - 1 + r, \quad \text{and } \dim \langle y \rangle_{T^{*j}} = j - r; \quad (2.11)
\]
where \( y \in M_{3j-1-3r} \) and \( z \in M_{3n-6j-4+3r} \). So after combining Equations (2.6), (2.9), (2.10) and (2.11) at \( r \)-th step, we get
\[
M = \text{span} \{ x, T^{*j}x, \ldots, T^{*j(j-1-r)}y, z, T^{*j}z, \ldots, T^{*j3(n-2j-2+r)}z \}.
\]
Since \( \dim \langle y \rangle_{T^{*j}} \geq \dim \langle z \rangle_{T^{*j}}, \) therefore \( j - r \geq n - 2j - 1 + r \) implying that \( 0 \leq r \leq (3j - n + 1)/2 \). Furthermore, let us write \( M = X_1 \oplus X_2, \) where
\[
X_1 = \text{span} \{ x, T^{*j}x, \ldots, T^{*j(3j-(n-r))}y, z, T^{*j}z, \ldots, T^{*j3(n-2r)}y \}.
\]
and \( X_2 = \text{span}\{T^{*}(3j-n-r+1)x, \ldots, T^{*}jx, T^{*}(3j-n-2r+1)y, \ldots, T^{*}(3j-1-r)y, z, \ldots, T^{*}(n-2j-2r+1)z\} \).

Now we will show that \( X_2 = \{e_0, \ldots, e_{3n-6j-3+3r}\} \). Firstly \( T^{*}jx \in M_0 \), implying that \( e_0 \in \mathcal{M} \). For \( 0 \leq m \leq n - 2j - 2 + r \), the set
\[
\{T^{*}(3j-1-m)x, T^{*}(3j-1-r-m)y, T^{*}(3(n-2j-2r-m))z\} \subseteq M_{3m+3}.
\]

Now let us apply induction on \( m \).

For \( m = 0 \), the set \( \{T^{*}(3j-1)x, T^{*}(3j-1-r)y, T^{*}(3(n-2j-2r+1))z\} \subseteq M_3 \) such that
\[
x_1 = T^{*}(3j-1)x - \alpha_0 e_0 = \sum_{i=1}^{3} \alpha_i e_i,
\]
\[
y_1 = T^{*}(3j-1-r)y - \beta_0 e_0 = \sum_{i=1}^{2} \beta_i e_i,
\]
and \( z_1 = T^{*}(3(n-2j-2+1))z - \gamma_0 e_0 = \sum_{i=1}^{2} \gamma_i e_i \).

For \( a, b, c \in C \), consider that \( ax_1 + by_1 + cz_1 = 0 \). Then \( T^{*}3(ax_1 + by_1 + cz_1) = 0 \). So \( a\alpha_3 e_0 = 0 \) implying that \( a = 0 \). Now, \( bT^{*}(3j-1-r)y + cT^{*}(3(n-2j-2r+1))z = (b\beta_0 + c\gamma_0)e_0 \in \text{span}\{T^{*}(3j)x\} \). This is a contradiction to the fact that the set \( \{T^{*}jx, T^{*}(3j-1-r)y, T^{*}(3(n-2j-2+1))z\} \) is linearly independent. Therefore the set \( \{x_1, y_1, z_1\} \subseteq M_3 \setminus M_0 \) is linearly independent and solving above equations gives \( e_1, e_2, e_3 \in \mathcal{M} \).

For \( m = l \), let us assume that \( \{e_1, e_2, \ldots, e_{3l+3}\} \subseteq \mathcal{M} \).

For \( m = l + 1 \), we have \( \{T^{*}(3j-l-2)x, T^{*}(3j-r-l-2)y, T^{*}(3(n-2j+r-l-3))z\} \subseteq M_{3l+6} \). Then using Equations (2.6), (2.9) and (2.10) we get
\[
T^{*}(3j-l-2)x = \sum_{i=0}^{3l+6} \alpha_i e_i, \quad T^{*}(3j-r-l-2)y = \sum_{i=0}^{3l+6} \beta_i e_i
\]
and \( T^{*}(3(n-2j+r-l-3))z = \sum_{i=0}^{3l+6} \gamma_i e_i \).

Let us consider the following
\[
x_1 = T^{*}(3j-l-2)x - \sum_{i=0}^{3l+3} \alpha_i e_i \in M_{3l+6} \setminus M_{3l+3},
\]
\[
y_1 = T^{*}(3j-r-l-2)y - \sum_{i=0}^{3l+3} \beta_i e_i \in M_{3l+6} \setminus M_{3l+3},
\]
and \( z_1 = T^{*}(3(n-2j+r-l-3))z - \sum_{i=0}^{3l+3} \gamma_i e_i \in M_{3l+6} \setminus M_{3l+3} \).
Using the cases for $m = 0, l$ and by similar arguments as above, we can deduce that the set \( \{ x_1, y_1, z_1 \} \) is a linearly independent subset of the set span \( \{ e_{3(l+4)}, e_{3l+5}, e_{3l+6} \} \). Then \( e_{3(l+4)}, e_{3l+5}, e_{3l+6} \in \mathcal{M} \). Hence by induction the set \( X_2 = \{ e_0, e_1, \ldots, e_{3n-6j-3+3r} \} \subseteq \mathcal{M} \).

Moreover, \( X_1 = \{ x, T^{s}x, \ldots, T^{s(3j-n-r)}x, y, T^{s}y, \ldots, T^{s(3j-n-2r)}y \} \subseteq \mathcal{M} \) is linearly independent and \( \dim X_1 = 6j - 2n - 3r + 2 \), therefore

\[
\mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{3n-6j-3+3r}, x, T^{s}x, \ldots, T^{s(3j-n-r)}x, y, T^{s}y, \ldots, T^{s(3j-n-2r)}y \}.
\]

Lastly, substituting the value of \( n + p = 3j \) in above form mentioned, we get

\[
\mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-2p-3+3r}, x, T^{s}x, \ldots, T^{s(3j-n-r)}x, y, T^{s}y, \ldots, T^{s(3j-n-2r)}y \}.
\]

**Case 2** \( (n + p = 3j + 1) \). Recall, from Equation (2.5) there exist an \( x \in \mathcal{M} \) such that

\[
x = \sum_{i=0}^{3j+1} \alpha_i e_i, \quad \alpha_{3j+1} \neq 0 \quad \text{and} \quad \dim \langle x \rangle_{T^{s-3}} = j + 1. \tag{2.12}
\]

We will further divide this case into two subcases depending on whether there exist an \( v \in \mathcal{W} \) such that \( T^{s}v \neq 0 \) or not.

**Subcase 1.** Suppose there exist a \( y \in \mathcal{W} \) such that \( T^{s}y \neq 0 \). Then

\[
y = \sum_{i=0}^{3j} \beta_i e_i, \quad \text{where at least one of the coefficient's } \beta_{3j}, \beta_{3j+1} \neq 0. \tag{2.13}
\]

In particular, \( \langle y \rangle_{T^{s-3}} = \text{span} \{ y, T^{s}y, \ldots, T^{s}y \} \) and \( \dim \langle y \rangle_{T^{s-3}} = j + 1 \). Now proceeding in the same manner as Case 1, we get that there exists a \( z \in \mathcal{W} \) such that \( \mathcal{W} = \langle y \rangle_{T^{s-3}} \oplus \langle z \rangle_{T^{s-3}} \). Thus

\[
\dim \langle z \rangle_{T^{s-3}} = \dim \mathcal{W} - \dim \langle y \rangle_{T^{s-3}} = (n - j - 1) - (j + 1) = n - 2j - 2.
\]

So \( \langle z \rangle_{T^{s-3}} = \text{span} \{ z, T^{s}z, \ldots, T^{s(3n-2j-3)}z \} \). Then \( T^{s(3n-2j-2)}z = 0 \), so \( z \in \mathcal{M}_{3n-6j-7} \). Therefore

\[
z = \sum_{i=0}^{3n-6j-7} \gamma_i e_i \quad \text{where } \gamma_{3n-6j-7} \neq 0. \tag{2.14}
\]

Then by Equations (2.12), (2.13) and (2.14) we get

\[
\mathcal{M} = \text{span} \{ x, T^{s}x, \ldots, T^{s}x, y, T^{s}y, \ldots, T^{s}y, z, T^{s}z, \ldots, T^{s(3n-2j-3)}z \}.
\]

Furthermore, let us write \( \mathcal{M} = X_1 \oplus X_2 \), where

\[
X_1 = \text{span} \{ x, T^{s}x, \ldots, T^{s(3j-n-2)}x, y, T^{s}y, \ldots, T^{s(3j-n+2)}y \}
\]

and \( \mathcal{X}_2 = \text{span} \{ T^{s(3j-n+3)}x, \ldots, T^{s(3j-n+3)}x, y, T^{s(3j-n+3)}y, \ldots, T^{s(3j-n+3)}y, z, \ldots, T^{s(3j-n+3)}z \} \).
For $0 \leq m \leq n - 2j - 3$, the set $\{T^{3(j-m)}x, T^{3(j-m)}y, T^{3(n-2j-3-m)}z\} \subseteq M_{3n+2}$. Applying induction on $M$ and using the similar arguments as Case 1, we can deduce that $X_2 = \{e_0, ..., e_{3n-6j-7}\} \subseteq M$.

Moreover

$$T^{3(3j-n+2)}x = \sum_{i=0}^{3n-6j-5} \alpha_i e_i \quad \text{and} \quad T^{3(3j-n+2)}y = \sum_{i=0}^{3n-6j-5} \beta_i e_i$$

are linearly independent in the set $X_1$. Since $\{e_0, e_1, ..., e_{3n-6j-7}\} \subseteq M$, using the similar arguments as in Case 1 it is easy to deduce that $e_{3n-6j-6}, e_{3n-6j-5} \in M$.

Also, the set $\{x, T^{3}x, ..., T^{3(3j-n+1)}x, y, T^{3}y, ..., T^{3(3j-n+1)}y\} \subseteq X_1$ is linearly independent and it has dimension equal to $'6j - 2n + 4'$. Then

$$M = \text{span} \{e_0, e_1, ..., e_{n-2p-3}, x, T^{3}x, ..., T^{3p}x, y, T^{3}y, ..., T^{3p}y\}.$$

Lastly, substituting the value of $n + p = 3j + 1$ in the above mentioned form of $M$, we get

$$M = \text{span} \{e_0, e_1, ..., e_{3n-6j-5}, x, T^{3}x, ..., T^{3(3j-n+1)}x, y, T^{3}y, ..., T^{3(3j-n+1)}y\}.$$

**Subcase 2.** Let $T^{3j}v = 0$ for all $v \in W$. Suppose there exist a $y \in M$ such that

$$y = \sum_{i=0}^{3j-1} \beta_i e_i,$$

where at least one of the coefficients $\beta_{3j-3}, \beta_{3j-2} \beta_{3j-1} \neq 0$.

In particular, $\langle y \rangle_{T^{3j}} = \text{span} \{y, T^{3}y, ..., T^{3(3j-1)}y\}$ and $\dim \langle y \rangle_{T^{3j}} = j$. Proceeding as Case 1, we get that there exists a $z \in W$ such that $W = \langle y \rangle_{T^{3j}} \oplus \langle z \rangle_{T^{3j}}$. Thus

$$\dim \langle z \rangle_{T^{3j}} = \dim W - \dim \langle y \rangle_{T^{3j}} = (n - j - 1) - j = n - 2j - 1.$$

We have $\langle z \rangle_{T^{3j}} = \text{span} \{z, T^{3}z, ..., T^{3(n-2j-2)}z\}$. Then $T^{3(n-2j-2)}z = 0$, implying that $z \in M_{3n-6j-4}$. Therefore

$$z = \sum_{i=0}^{3n-6j-4} \gamma_i e_i, \quad \gamma_{3n-6j-4} \neq 0.$$

So continuing this way, at the $r$-th step let us assume $T^{3(j-r)}v = 0$ for all $v \in W$. Again using the similar arguments as Case 1 we can prove there exist $y, z \in W$ such that

$$\langle y \rangle_{T^{3j}} = \text{span} \{y, T^{3}y, ..., T^{3(3j-1-r)}y\},$$

$$\langle z \rangle_{T^{3j}} = \text{span} \{z, T^{3}z, ..., T^{3(n-2j-2+r)}z\},$$

$$\dim \langle y \rangle_{T^{3j}} = j - r \quad \text{and} \quad \dim \langle z \rangle_{T^{3j}} = n - 2j - 1 + r;$$
where \( y \in M_{3j-1-3r} \) and \( z \in M_{3n-6j-4+3r} \). Now combining Equations (2.12), (2.17), (2.18) and (2.19) at the \( r \)-th step, we get

\[
\mathcal{M} = \text{span} \{x, T^{s3}x, \ldots, T^{s3j}x, y, T^{s3}y, \ldots, T^{s3(j-1-r)}y, z, T^{s3}z, \ldots, T^{s3(n-2j-2+r)}z\}.
\]

Since \( \dim \langle y \rangle_{T^{s3}} \geq \dim \langle z \rangle_{T^{s3}} \), then \( j - r \geq n - 2j - 1 + r \) implying that \( 0 \leq r \leq (3j - n + 1)/2 \). Furthermore, let us write \( \mathcal{M} = X_1 \oplus X_2 \), where

\[
X_1 = \text{span} \{x, T^{s3}x, \ldots, T^{s3(j-n+1-r)}x, y, T^{s3}y, \ldots, T^{s3(j-n-2r)}y\}
\]

and

\[
X_2 = \text{span} \{T^{s3}(3j-n+2-r)x, \ldots, T^{s3j}x, T^{s3(j-n-2r+1)}y, \ldots, T^{s3(j-1-r)}y, z, \ldots, T^{s3(n-2j-2+r)}z\}.
\]

Using similar arguments as were used in Case 1, we can prove that \( X_2 = \{e_0, \ldots, e_{3n-6j-4+3r}\} \). Also, we have \( \dim X_1 = 6j - 2n + 3 - 3r \). Then

\[
\mathcal{M} = \text{span} \{e_0, e_1, \ldots, e_{3n-6j-4+3r}, x, T^{s3}x, \ldots, T^{s3(j-n+1-r)}x, y, T^{s3}y, \ldots, T^{s3(j-n-2r)}y\}.
\]

Lastly, substituting the value of \( n + p = 3j + 1 \) in the above mentioned form of \( \mathcal{M} \), we get

\[
\mathcal{M} = \text{span} \{e_0, e_1, \ldots, e_{3n-6j-4+3r}, x, T^{s3}x, \ldots, T^{s3(p-r)}x, y, T^{s3}y, \ldots, T^{s3(p-1-2r)}y\}.
\]

**Case 3** \((n + p = 3j + 2)\). Recall, from Equation (2.5) there exist an \( x \in \mathcal{M} \) such that

\[
x = \sum_{i=0}^{3j+2} \alpha_i e_i, \quad \alpha_{3j+2} \neq 0 \quad \text{and} \quad \dim \langle x \rangle_{T^{s3}} = j + 1. \tag{2.20}
\]

Following the same path as in Case 1, at the \( r \)-th step let us assume that \( T^{s3(j+1-r)}v = 0 \) for all \( v \in \mathcal{W} \). Again we can prove there exist \( y, z \in \mathcal{W} \) such that

\[
\langle y \rangle_{T^{s3}} = \text{span} \{y, T^{s3}y, \ldots, T^{s3(j-r)}y\}, \tag{2.21}
\]

\[
\langle z \rangle_{T^{s3}} = \text{span} \{z, T^{s3}z, \ldots, T^{s3(n-2j-3+r)}z\}, \tag{2.22}
\]

\[
\dim \langle y \rangle_{T^{s3}} = j - r + 1 \quad \text{and} \quad \dim \langle z \rangle_{T^{s3}} = n - 2j - 2 + r; \tag{2.23}
\]

where \( y \in M_{3j+2-3r} \) and \( z \in M_{3n-6j-7+3r} \). Now combining Equations (2.20), (2.21), (2.22) and (2.23) at the \( r \)-th step, we get

\[
\mathcal{M} = \text{span} \{x, T^{s3}x, \ldots, T^{s3j}x, y, T^{s3}y, \ldots, T^{s3(j-r)}y, z, T^{s3}z, \ldots, T^{s3(n-2j-3+r)}z\}.
\]
Since \( \dim (y)_{T^r} \geq \dim (z)_{T^r} \), then \( j + 1 - r \geq n - 2j - 2 + r \) implying that \( 0 \leq r \leq (3j - n + 3)/2 \). Repeating the process as in Case 1, we can deduce that

\[
M = \text{span} \{ e_0, e_1, \ldots, e_{n-2p-3+3r}, x, T^3x, \ldots, T^{3(p-r)}x, y, T^3y, \ldots, T^{3(p-2r)}y \}.
\]

This completes the proof.

\[\Box\]

**Remark 2.8.** By using the similar set of arguments as were used in Remark 2.6, we deduce that the general forms that a non-cyclic finite-dimensional subspace invariant under \( T^3 \) can assume remains the same as are given by Theorem 2.7 irrespective of whether all weights corresponding to \( T \) equals 1 or not.

**Remark 2.9.** If \( M \) is a finite-dimensional cyclic subspace of \( \mathcal{H} \) that is invariant under \( T^i \) for \( 2 \leq i \leq 3 \), then all we can say is that

\[
M = \text{span} \{ x, T^i x, T^{2i} x, \ldots, T^{(n-1)i} x \}
\]

for some \( n \) and \( x \in M \). In this case, unlike the case of non-cyclic subspace, we can’t guarantee the existence of any \( e_i \) in \( M \). For example \( M = \text{span} \{ e_0 + e_1, e_2 + e_3, e_4 + e_5 \} \) is a cyclic 3-dimensional \( T^2 \)-invariant subspace and \( M = \text{span} \{ e_0 + e_1, e_3 + e_4, e_5 + e_7 \} \) is a cyclic 3-dimensional \( T^3 \)-invariant subspace, but neither of them contains any \( e_i \).

Using Theorem 2.7, we know that in order to construct a concrete example of a finite-dimensional non-cyclic \( T^3 \)-invariant subspace, one must start with two linearly independent vectors \( x \) and \( y \) so that the entire set \( \langle x \rangle_{T^i} \cup \langle y \rangle_{T^i} \) is also linearly independent. In general, this can be a very tedious task to carry out. Our next result simplify this work by giving a necessary and sufficient condition for the set \( \langle x \rangle_{T^i} \cup \langle y \rangle_{T^i} \) to be linearly independent.

**Proposition 2.10.** Let \( x, y \in \mathcal{H} \) and \( \langle x \rangle_{T^i} = \{ x, T^i x, \ldots, T^{s_i} x \} \) and \( \langle y \rangle_{T^i} = \{ y, T^i y, \ldots, T^{s_i} y \} \) for some fixed \( l, r, s \in \mathbb{N} \). Then \( \langle x \rangle_{T^i} \cup \langle y \rangle_{T^i} \) is linearly independent if and only if the set \( \{ T^{sl} x, T^{rl} y \} \) is linearly independent.

**Proof.** Let \( x, y \in M_k \) for some \( k \in \mathbb{N} \) such that \( x = \sum_{j=0}^{n} \alpha_j e_j \) and \( y = \sum_{j=0}^{m} \beta_j e_j \) and \( \alpha_n, \beta_m \neq 0 \). Also for some fixed \( l, s, r \geq 0 \) we have \( T^{sl} x \neq 0, T^{rl} y \neq 0 \) and \( T^{sl(r+1)} x = 0, T^{rl(s+1)} y = 0 \). Let \( \langle x \rangle_{T^i} \cup \langle y \rangle_{T^i} \) is linearly independent. Then automatically the set \( \{ T^{sl} x, T^{rl} y \} \) is also linearly independent.

Conversely, suppose \( T^{sl} x \) and \( T^{rl} y \) are linearly independent. First assume that \( n \leq m \), then \( r \leq s \). Now we can have the following cases;

**Case 1** \( r = s \). Then the set \( \{ T^{sl} x, T^{rl} y \} \) is linearly independent. Now consider

\[
\sum_{j=0}^{r} \gamma_j T^{sj} x + \sum_{j=0}^{r} \delta_j T^{sj} y = 0.
\]
Applying $T^{slr}$ on both sides of the above equation we get $\gamma_0 T^{slr} x + \delta_0 T^{slr} y = 0$. Then $\gamma_0, \delta_0 = 0$ which implies that

$$\sum_{j=1}^{r} \gamma_j T^{sjl} x + \sum_{j=1}^{r} \delta_j T^{sjl} y = 0.$$ 

Similarly, applying $T^{sl(r-1)}$ on both side of the above equation, we get $\gamma_1 T^{slr} x + \delta_1 T^{slr} y = 0$ which implies that $\gamma_1, \delta_1 = 0$.

Continuing in the similar fashion and applying $T^{sl(r-i)}$ on both sides of the equation for $2 \leq i \leq r$, we have that $\gamma_0, \ldots, \gamma_r, \delta_0, \ldots, \delta_r = 0$. Hence the set $\langle x \rangle_{TSl} \cup \langle y \rangle_{TSl}$ is linearly independent.

**Case 2 ($r < s$).** Let us consider

$$\sum_{j=0}^{r} \gamma_j T^{sjl} x + \sum_{j=0}^{s} \delta_j T^{sjl} y = 0.$$ 

Applying $T^{sIs}$ on both side of the above equation we get, $\delta_0 T^{sIs} y = 0$, which gives $\delta_0 = 0$. Thus

$$\sum_{j=0}^{r} \gamma_j T^{sjl} x + \sum_{j=1}^{s} \delta_j T^{sjl} y = 0.$$ 

If $r < s - 1$, then applying $T^{sIs(s-1)}$ on both side of the above equation we get, $\delta_1 T^{sIs} y = 0$, then $\delta_1 = 0$. Continuing this way and applying $T^{sIs(s-i)}$ on both sides of the equation for $2 \leq i \leq s - r - 1$, we have that $\delta_0, \delta_1, \ldots, \delta_{s-r-1} = 0$. Thus

$$\sum_{j=0}^{r} \gamma_j T^{sjl} x + \sum_{j=s-r}^{s} \delta_j T^{sjl} y = 0.$$ 

Applying $T^{slr}$ on both sides we get $\gamma_0 T^{slr} x + \delta_{s-r} T^{sIs} y = 0$, which gives $\gamma_0, \delta_{s-r} = 0$.

Again,

$$T^{sIs(r-1)}(\sum_{j=1}^{r} \gamma_j T^{sjl} x + \sum_{j=s-r+1}^{s} \delta_j T^{sjl} y) = 0.$$ 

Then $\gamma_1 T^{slr} x + \delta_{s-r+1} T^{sIs} y = 0$, implying that $\gamma_1, \delta_{s-r+1} = 0$.

Continuing in the same manner we can prove $\gamma_0, \ldots, \gamma_{r-1}, \delta_{s-r}, \ldots, \delta_{s-1} = 0$ and eventually we get $\gamma_r T^{slr} x + \delta_s T^{sIs} y = 0$, which implies that $\gamma_r, \delta_s = 0$. Hence the set $\langle x \rangle_{TSl} \cup \langle y \rangle_{TSl}$ is linearly independent. This completes the proof. 

Our final result of this section characterizes finite-dimensional subspaces of $\mathcal{H}$ that are jointly invariant under $T^{s2}$ and $T^{s3}$. 

Theorem 2.11. Let \( \mathcal{M} \subseteq \mathcal{H} \) be a closed subspace such that \( \dim \mathcal{M} = n \) and \( \mathcal{M} \) is jointly invariant under \( T^{+2} \) and \( T^{+3} \). Then

\[
\mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-2}, \alpha e_{n-1} + \beta e_n \}
\]

for a non-zero pair \( (\alpha, \beta) \in \mathbb{C}^2 \).

**Proof.** First of all we will prove that \( \mathcal{M} \subseteq M_k \) for \( n-1 \leq k \leq n \). Since \( \dim \mathcal{M} = n \) and \( \dim M_{n-2} = n - 1 \), then clearly \( k \geq n - 1 \). Suppose there exist a \( x \in \mathcal{M} \) such that \( (x, e_{n+1}) \neq 0 \) and \( x = \sum_{i=0}^{n+1} x_i e_i \) for some \( x_j \in \mathbb{C} \). As \( \mathcal{M} \) is invariant under \( T^{+2} \) and \( T^{+3} \), therefore it is easy to see that \( T^{+j}M \subseteq \mathcal{M} \) for all \( j \geq 2 \). Now according to Lemma 2.1 the set \( \mathcal{W} = \{ x, T^{+2}x, T^{+3}x, \ldots, T^{+n+1}x \} \subseteq \mathcal{M} \) is linearly independent, which is a contradiction to the fact that \( \dim \mathcal{W} \leq \dim \mathcal{M} \). Therefore, \( \mathcal{M} \subseteq M_k \) for \( n - 1 \leq k \leq n \).

Let \( y = \sum_{i=0}^{n} y_i e_i \) be a element of \( \mathcal{M} \) such that at least one of the coefficients \( y_{n-1}, y_n \neq 0 \). If \( n = 1 \), then clearly \( \mathcal{M} = \text{span} \{ y_0 e_0 + y_1 e_1 \} \) for any non-zero pair of complex numbers \( (y_0, y_1) \in \mathbb{C}^2 \). Suppose \( y_n \neq 0 \), so if \( n \geq 2 \) then \( T^{+n}y = w_0 w_1 \cdots w_{n-1} y_0 e_0 \), which means that \( e_0 \in \mathcal{M} \). Again \( T^{+n-1}y = w_0 w_1 \cdots w_{n-2} y_{n-1} e_0 + w_1 w_2 \cdots w_{n-1} y_1 e_1 \). Since \( e_0 \in \mathcal{M} \), therefore \( e_1 \in \mathcal{M} \). By continuing this procedure, it is easy to show that at each step \( T^{+n-r}y \in \mathcal{M} \) implies that \( e_j \in \mathcal{M} \) for \( 0 \leq r \leq n - 2 \). Therefore

\[
\mathcal{M} = \text{span} \{ e_0, e_1, \ldots, e_{n-2}, \alpha e_{n-1} + \beta e_n \} \quad \text{such that} \quad (\alpha, \beta) \neq (0, 0).
\]

This completes the proof. \( \square \)

3. Infinite-dimensional subspaces

In this section we will characterize infinite-dimensional subspaces that are invariant under \( T^{+l} \) for \( 2 \leq l \leq 3 \) and infinite-dimensional subspaces that are jointly invariant under \( T^{+2} \) and \( T^{+3} \) for two classes of weights. The invariant subspaces for these weights were characterized by Nikolskii in [13] and Yadav & Chaterjee in [19]. First we show that the condition of bounded variation on the weights considered by the authors in [19] is redundant. To state their result and establish our claim, we start with some definitions and remarks.

**Definition 3.1.** A set of vectors \( \{x_0, x_1, \ldots, x_n, \ldots\} \subseteq \mathcal{H} \) is called \( \omega \)-independent if \( \sum_{k=0}^{\infty} \alpha_k x_k = 0 \) for \( \alpha_k \in \mathbb{C} \) implies that \( \alpha_k = 0 \) for all \( k \geq 0, k \in \mathbb{N} \).

**Remark 3.2.** Let \( T \) be the forward weighted shift with weight sequence \( \{w_n\} \) of bounded positive real numbers, then for any \( x \in \mathcal{H} \) the set \( \{x, Tx, T^2x, \ldots\} \) is \( \omega \)-independent.

**Definition 3.3.** Two sequence of vectors \( \{f_n\} \) and \( \{g_n\} \) in a normed vector space are said to be quadratically close if \( \sum_{n=0}^{\infty} \|f_n - g_n\|^2 < \infty \).

**Definition 3.4.** A bounded sequence \( \{w_n\}_{n \in \mathbb{N}} \) of positive real numbers is said to be of bounded variation if \( \sum_{n=0}^{\infty} |w_n - w_{n+1}| < \infty \).
**Theorem 3.5** ([19], Theorem 1). Let \( \{w_n\}_{n \in \mathbb{N}} \) be of bounded variation such that

\[
\delta = \sup_{m \geq 2, n} \sum_{k=0}^{\infty} \left( \frac{w_{k+m} \cdots w_{k+n}}{w_m \cdots w_n} \right)^2 < \infty. \tag{3.1}
\]

Then \( \text{Lat} \) \( \{0, L_1, L_2, \ldots, L_n, \ldots, \mathcal{H}\} \) where \( L_n = \sqrt{\frac{1}{n}} \{e_i\} \).

In the following result we obtain the same characterization for invariant subspaces for \( T \) as Theorem 3.5 but without assuming the condition of bounded variation on the weights.

**Theorem 3.6.** Let \( \mathcal{H} \to \mathcal{H} \) be a forward weighted shift with weights sequence \( \{w_n\}_{n \in \mathbb{N}} \) satisfying Condition (3.1). Then

\[
\text{Lat} \, T = \{0, L_1, L_2, \ldots, L_n, \ldots, \mathcal{H}\}.
\]

**Proof.** Let \( \mathcal{M} \) be a infinite-dimensional subspace of \( \mathcal{H} \) invariant under \( T \). Now, the Baire Category theorem guarantees the existence of at least an \( x \in \mathcal{M} \) such that \( x = \sum_{k=0}^{\infty} x_k e_k \) where infinitely many \( x_k \)'s are non-zero. At first, let us assume that \( x_0 \neq 0 \). We will prove that \( \mathcal{M} = \mathcal{H} \).

We have \( T^n x = \sum_{k=0}^{\infty} x_k w_k \cdots w_{k+n-1} e_{k+n} \). Then

\[
\left\| \frac{T^n x}{x_0 w_0 \cdots w_{n-1}} - e_n \right\|^2 = \left\| \sum_{k=1}^{\infty} \frac{x_k w_k \cdots w_{k+n-1} e_{k+n}}{x_0 w_0 \cdots w_{n-1}} \right\|^2
\]

\[
= \sum_{k=1}^{\infty} \left( \frac{w_k \cdots w_{k+n-1}}{w_0 \cdots w_{n-1}} \right)^2 \left| \frac{x_k}{x_0} \right|^2
\]

\[
= \sum_{k=0}^{\infty} \left( \frac{w_{k+1} \cdots w_{k+n}}{w_0 \cdots w_{n-1}} \right)^2 \left| \frac{x_{k+1}}{x_0} \right|^2
\]

\[
= \frac{1}{w_0^2 w_1^2} \sum_{k=0}^{\infty} \left( \frac{w_{k+1} \cdots w_{k+n}}{w_2 \cdots w_{n-1}} \right)^2 \left| \frac{x_{k+1}}{x_0} \right|^2
\]

\[
= \frac{w_n^2}{w_0^2 w_1^2} \sum_{k=0}^{\infty} \left( \frac{w_{k+2} \cdots w_{k+n}}{w_2 \cdots w_n} \right)^2 \left| \frac{x_{k+1}}{x_0} \right|^2
\]

\[
\leq \frac{\mu^2 w_n^2 \|x\|^2}{x_0^2 w_0^2 w_1^2} \sum_{k=0}^{\infty} \left( \frac{w_{k+2} \cdots w_{k+n}}{w_2 \cdots w_n} \right)^2 \left| w_{k+1} \right|^2
\]

\[
\leq \frac{\mu^2 w_n^2 \|x\|^2}{x_0^2 w_0^2 w_1^2} \sum_{k=0}^{\infty} \left( \frac{w_{k+2} \cdots w_{k+n}}{w_2 \cdots w_n} \right)^2 \left( \mu = \sup \{w_n\} \right)
\]

\[
\leq \frac{\delta \mu^2 w_n^2 \|x\|^2}{x_0^2 w_0^2 w_1^2} = C w_n^2,
\]
where \( C = \frac{\delta \mu \|x\|^2}{x_0^2 w_0^2} \) is a constant. Since we know \( \sum_{n=0}^{\infty} w_n^2 < \infty \), therefore

\[
\sum_{n=0}^{\infty} \left\| \frac{T^n x}{x_0 w_0 \cdots w_{n-1}} - e_n \right\|^2 \leq C \sum_{n=0}^{\infty} w_n^2 < \infty.
\]

This implies that the orthonormal basis sequence \( \{e_n\}_{n=0}^{\infty} \) and the sequence \( \{T^n x / x_0 w_0 \cdots w_{n-1}\}_{n=0}^{\infty} \) are quadratically close. From the Remark 3.2, the set \( \{T^n x / x_0 w_0 \cdots w_{n-1}\}_{n=0}^{\infty} \) is \( \omega \)-independent. Now using Bari’s Theorem ([21], Thm 15) for the pair of quadratically close \( \omega \)-independent sequences, we get that \( \{T^n x / x_0 w_0 \cdots w_{n-1}\}_{n=0}^{\infty} \) forms a Riesz basis of the Hilbert space \( \mathcal{H} \). Moreover, the set \( \bigvee_{n=0}^{\infty} \{T^n x\} \subseteq \mathcal{M} \subseteq \mathcal{H} \), and whence we conclude that \( \mathcal{M} = \mathcal{H} \).

Again, if \( x_0 = 0 \) and \( k \) is the least natural number such that there exists an \( x \in \mathcal{M} \) with \( \langle x, e_k \rangle \neq 0 \), then using Bari’s theorem as above we can show that

\[
\mathcal{M} = \bigvee_{n=0}^{\infty} \{T^n x\} = L_k.
\]

Thus every cyclic subspace of \( T \) is of the form \( L_k \). Finally our theorem follows from the observation that span of any number of \( L_i \)’s is again an \( L_i \). \( \square \)

In the same paper [19], the authors claimed that their result (Theorem 3.5) is a generalization of Theorem 2 from [13]. But we give the following two examples to show that the two set of conditions imposed on the weight sequence are independent. For reader’s reference, we recall that Theorem 2 from [13] gives the same characterization of invariant subspaces of \( T \) as given by Theorem 3.5 under the assumption that the weight sequence is a square summable monotonically decreasing sequence of positive real numbers.

**Example 3.7.** Let \( w_n = \frac{1}{n} \) for all \( n \geq 1 \). Then \( \{w_n\} \) is bounded monotonically decreasing sequence of real numbers such that \( \{w_n\} \in \ell^2 \). Let \( T \) be the forward weighted shift on \( \mathcal{H} \), then clearly the weights \( \{w_n\} \) satisfy the hypothesis given in Theorem 2 from [13].

For each \( n \in \mathbb{N} \), let us define

\[
a_n = \sum_{k=1}^{\infty} \left( \frac{w_{k+n}}{w_n} \right)^2 = \sum_{k=1}^{\infty} \left( \frac{n}{n+k} \right)^2.
\]

Now for each \( n \in \mathbb{N} \), let us consider the following function

\[
f_n : [1, \infty) \rightarrow \mathbb{R}, \text{ such that } f_n(x) = \left( \frac{n}{n+x} \right)^2.
\]

Then clearly for each \( n \in \mathbb{N} \), the function \( f_n \) is positive valued and monotonically decreasing on \( [1, \infty) \) such that \( f_n(k) = \left( \frac{n}{n+k} \right)^2 \). Then by integral test
for convergence of series we get

\[ a_n = \sum_{k=1}^{\infty} \left( \frac{n}{n+k} \right)^2 \geq \int_{1}^{\infty} f_n(x)dx = \frac{n^2}{n+1}. \]

This implies that \( a_n \to \infty \) as \( n \to \infty \). If \( \delta = \sup_{m \geq 2, n} \sum_{k=0}^{\infty} \left( \frac{w_{k+m} \cdots w_{k+n}}{w_m \cdots w_n} \right)^2 \), then for \( m = n, \delta = \sum_{k=1}^{\infty} \left( \frac{w_{k+n}}{w_n} \right)^2 \) is not finite, and hence \( \{w_n\} \) does not satisfy Condition 3.1 of Theorem 3.5.

**Example 3.8.** Let us define a sequence \( \{w_n\} \) of positive real numbers as follows:

\[ w_n = \begin{cases} \frac{1}{2^{n+1}}, & \text{if } n \text{ is even} \\ \frac{1}{2^{n-1}}, & \text{if } n \text{ is odd} \end{cases} \]

First of all, we have

\[ \frac{w_{k+r}}{w_r} = \begin{cases} \frac{1}{2^r}, & \text{if } k, r \text{ are even} \\ \frac{1}{2^{k+r+2}}, & \text{if } k, r \text{ are odd} \\ \frac{1}{2^{k-2}}, & \text{if } k \text{ is even, } r \text{ is odd} \\ \frac{1}{2^{k-2}}, & \text{if } k \text{ is odd, } r \text{ is even} \end{cases} \quad (3.2) \]

Now for any pair of non-negative integers \((m, n)\), we have

\[
\sum_{k=0}^{\infty} \left( \frac{w_{k+m} \cdots w_{k+n}}{w_m \cdots w_n} \right)^2 = 1 + \left( \frac{w_{1+m} \cdots w_{1+n}}{w_m \cdots w_n} \right)^2 + \sum_{k=2}^{\infty} \left( \frac{w_{k+m} \cdots w_{k+n}}{w_m \cdots w_n} \right)^2 \\
\leq 17 + \sum_{k=2}^{\infty} \left( \frac{w_{k+n}}{w_n} \right)^2, \text{ using (3.2)} \\
< 17 + \frac{15}{16} = \frac{272}{16}.
\]

Since this is true for any pair of non-negative integers \((m, n)\), this implies that \( \delta < \infty \). Clearly, the given sequence \( \{w_n\} \) is bounded but not monotonically decreasing, therefore the given weights satisfy the conditions given in Theorem 3.5 but does not satisfy the conditions given in Theorem 2 of [13].

We now give characterizations of infinite-dimensional subspaces of \( \mathcal{H} \) that are invariant under \( T^l \) for \( 2 \leq l \leq 3 \) and infinite-dimensional subspaces that are jointly invariant under \( T^{*2} \) and \( T^{*3} \). As noted earlier, we focus on two classes of weights considered in [13] and [19]. We start with a characterization of infinite-dimensional subspaces that are invariant under \( T^{*2} \) where the weights satisfy the conditions of [19]. We have already shown in Theorem 3.6 that the condition of bounded variation assumed in [19] is redundant, and so we do not impose this condition on weights in our work.
Theorem 3.9. Let the weight sequence \( \{w_n\}_{n \in \mathbb{N}} \) satisfy Condition (3.1). Suppose \( M \) is a proper infinite-dimensional subspace of \( H \) invariant under \( T^{+2} \). Then, \( M \) has one of the following forms:

(i) \( M = \bigvee_{i=0}^{\infty} \{e_{2i+1}\} \) for \( t = 0, 1 \).

(ii) \( M = M_{2n+1+t} \bigoplus \bigvee_{i=n+1+t}^{\infty} \{e_{2i+1-i}\} \) for some \( n \geq 0 \) and \( t = 0, 1 \).

Proof. According to the given hypothesis \( M \) is infinite-dimensional subspace of \( H \), then the Baire Category theorem guarantees the existence of at least an \( x \in M \) such that \( x = \sum_{i=0}^{\infty} x_i e_i \) where infinitely many \( x_i \)'s are non-zero. Now as we proceed, we will exhaust all possible combinations of elements in \( M \).

Case 1. First we assume that there exists an \( x \in M \) such that \( x = \sum_{i=0}^{\infty} x_{2i} e_{2i} \), where infinitely many \( x_{2i} \)'s are non-zero. Then, we claim that \( \bigvee_{i=0}^{\infty} \{e_{2i}\} \subseteq M \).

First we will show that \( e_0 \in M \). Now for all \( m \geq 1 \), we have

\[
T^{+2m} x = \sum_{i=m}^{\infty} x_{2i} w_{2i-1} \cdots w_{2i-2m} e_{2i-2m}.
\]

Suppose there exist a natural number \( n \) such that \( x_{2n} \neq 0 \), then

\[
\left\| \frac{T^{+2n} x}{x_{2n} w_{2n-1} \cdots w_0} - e_0 \right\|^2 = \left\| \sum_{i=n+1}^{\infty} \frac{x_{2i} w_{2i-1} \cdots w_{2i-2n}}{x_{2n} w_{2n-1} \cdots w_0} e_{2i-2n} \right\|^2.
\]

\[
= \sum_{i=n+1}^{\infty} \left( \frac{w_{2i-1} \cdots w_{2i-2n}}{w_{2n-1} \cdots w_0} \right)^2 \left| \frac{x_{2i}}{x_{2n}} \right|^2.
\]

\[
= \frac{1}{w_0^2 w_1^2} \sum_{i=n+1}^{\infty} \left( \frac{w_{2i-2n} \cdots w_{2i-1}}{w_{2n} \cdots w_{2n}} \right)^2 \left| \frac{x_{2i}}{x_{2n}} \right|^2.
\]

\[
= \frac{w_{2n}^2}{w_0^2 w_1^2} \sum_{i=0}^{\infty} \left( \frac{w_{2i+2} \cdots w_{2i+2n+1}}{w_{2n} \cdots w_{2n}} \right)^2 \left| \frac{x_{2i+2n+2}}{x_{2n}} \right|^2.
\]

\[
= \frac{w_{2n}^2}{w_0^2 w_1^2} \sum_{i=0}^{\infty} \left( \frac{w_{2i+2} \cdots w_{2i+2n+2}}{w_{2n} \cdots w_{2n}} \right)^2 \left| \frac{x_{2i+2n+2}}{x_{2n}} \right|^2.
\]

\[
\leq \frac{\mu^2 \delta}{w_0^2 w_1^2} \sum_{i=0}^{\infty} \left| \frac{x_{2i+2n+2}}{x_{2n}} \right|^2.
\]

As we know \( \{w_n\}_{n \in \mathbb{N}} \in \ell^2 \), so for all \( \epsilon > 0 \) there exists an integer \( J \) such that \( \sum_{i=J}^{\infty} w_{2i}^2 < \epsilon \). Also since \( \{|x_{2i}|\} \) are bounded, choose \( K \geq J \) such that
Suppose there exists an $x_{2K} = \sup \{ |x_{2i}| \}$. Thus

$$\frac{T^{2K}x}{x_{2K}w_{2K-1} \cdots w_0} - e_0^2 \leq \frac{\mu^2 \delta}{w_0^2w_1^2} \sum_{i=0}^{\infty} w_{2i+2K+1} \left| \frac{x_{2i+2K+2}}{x_{2K}} \right|^2$$

$$\leq \frac{\mu^2 \delta}{w_0^2w_1^2} \sum_{i=0}^{\infty} w_{2i+2K+1} < C\varepsilon,$$

here $C$ is a constant and this implies that $e_0 \in \mathcal{M}$.

As for each $n \geq 0$, we get

$$y = T^{2n}x - x_{2n}w_{2n-1} \cdots w_0e_0 = \sum_{i=n+1}^{\infty} x_{2i}w_{2i-1} \cdots w_{2i-2n}e_{2i-2n} \in \mathcal{M},$$

therefore whenever $x_{2n+2} \neq 0$, we get

$$\frac{y}{x_{2n+2}w_{2n+1} \cdots w_2} - e_2^2 \leq \frac{\mu^2 \delta}{w_0^2w_1^2} \sum_{i=n+2}^{\infty} \left( \frac{x_{2i}w_{2i-1} \cdots w_{2i-2n}}{x_{2n+2}w_{2n+1} \cdots w_2} \right)^2$$

$$= \sum_{i=n+2}^{\infty} \left( \frac{w_{2i-1} \cdots w_{2i-2n}}{w_{2n+1} \cdots w_2} \right)^2 \left( \frac{x_{2i}}{x_{2n+2}} \right)^2$$

$$= \frac{1}{w_2^2w_3^2} \sum_{i=n+2}^{\infty} \left( \frac{w_{2i-2n} \cdots w_{2i-1}}{w_{2i+2} \cdots w_{2n+3}} \right)^2 \left( \frac{x_{2i}}{x_{2n+2}} \right)^2$$

$$= \frac{w_2^2w_3^2}{w_2^2w_3^2} \sum_{i=0}^{\infty} \left( \frac{w_{2i+4} \cdots w_{2i+2n+3}}{w_{2i+4} \cdots w_{2n+2}} \right)^2 \left( \frac{x_{2i+2n+4}}{x_{2n+2}} \right)^2$$

Then by the same procedure as done for $e_0$, we can show that $e_2 \in \mathcal{M}$. Proceeding in this manner we can show that $e_{2i} \in \mathcal{M}$ for every $i \in \mathbb{N}$, and hence, $\bigvee_{i=0}^{\infty} \{ e_{2i} \} \subseteq \mathcal{M}$. Furthermore, if $\mathcal{M} \subseteq \bigvee_{i=0}^{\infty} \{ e_{2i} \}$, then the above calculations implies that $\mathcal{M} = \bigvee_{i=0}^{\infty} \{ e_{2i} \}$.

**Case 2.** Suppose there exists an $x \in \mathcal{M}$ such that $x = \sum_{i=0}^{\infty} x_{2i+1}e_{2i+1}$, where infinitely many $x_{2i+1}$'s are non-zero. Then, using similar arguments as Case 1, we can conclude that $\mathcal{M} = \bigvee_{i=0}^{\infty} \{ e_{2i+1} \}$.

**Case 3.** Suppose there exists an $x \in \mathcal{M}$ such that

$$x = \sum_{i=0}^{n} x_{2i+1}e_{2i+1} + \sum_{i=0}^{\infty} x_{2i}e_{2i},$$

(3.3)
where infinitely many $x_{2i}$’s are non-zero, then we claim that $M$ contains

$$M_{2n+1} \bigoplus \bigvee_{i=n+2}^{\infty} \{e_{2i}\}.$$  

We will first show that $e_0 \in M$. Now choose an positive integer $p > n + 1$ such that $x_{2p} \neq 0$, then

$$\frac{T^{*2p}x}{x_{2p}w_{2p-1} \cdots w_0} - e_0 = \sum_{i=p+1}^{\infty} \frac{x_{2i}w_{2i-1} \cdots w_{2i-2p}}{x_{2p}w_{2p-1} \cdots w_0} e_{2i-2p}.$$  

Again using the same procedure as Case 1, we can show that $\bigvee_{i=0}^{\infty} \{e_{2i}\} \subseteq M$.

From Equation (3.3), consider $y = x - \sum_{i=0}^{\infty} x_{2i}e_{2i} = \sum_{i=0}^{n} x_{2i+1}e_{2i+1}$. Since $\bigvee_{i=0}^{\infty} \{e_{2i}\} \subseteq M$, then $y \in M$. Now, $T^{*2n}y = x_{2n+1}w_{2n+1} \cdots w_2e_1$, and since $T^{*2n}y \in M$, then $e_1 \in M$.

Similarly, $T^{*2(n-1)}y = x_{2n-1}w_{2n-1} \cdots w_2e_1 + x_{2n+1}w_{2n+1} \cdots w_4e_3$, and since $\{T^{*2(n-1)}y, e_1\} \subseteq M$, then $e_3 \in M$.

Proceeding in this manner, we can verify that $\bigvee_{i=0}^{\infty} \{e_{2i+1}\} \subseteq M$. Now, if $M \subseteq M_{2n+2} \bigoplus \bigvee_{i=n+2}^{\infty} \{e_{2i}\}$ for some $n \geq 0$, then $M = M_{2n+1} \bigoplus \bigvee_{i=n+2}^{\infty} \{e_{2i}\}$.

**Case 4.** Suppose there exists an $x \in M$ such that

$$x = \sum_{i=0}^{n} x_{2i}e_{2i} + \sum_{i=0}^{\infty} x_{2i+1}e_{2i+1},$$

where infinitely many $x_{2i+1}$’s are non-zero, then using the similar arguments as of Case 3, one can conclude that $M = M_{2n} \bigoplus \bigvee_{i=n}^{\infty} \{e_{2i}\}$.

**Case 5.** Suppose there exists an $x \in M$ such that $x = \sum_{i=0}^{\infty} x_i e_i$, where infinitely many $x_i$’s are non-zero. We will show that $\bigvee_{i=0}^{\infty} \{e_i\} \subseteq M$.

First we will show that $e_0 \in M$. Now for all $m \geq 1$, we have

$$T^{*2m}x = \sum_{i=2m}^{\infty} x_i w_{i-1} \cdots w_{i-2n} e_{i-2m}.$$  

Suppose there exist a natual number $n$ such that $x_{2n} \neq 0$, then

$$\frac{\|T^{*2m}x\|_{x_{2n}w_{2n-1} \cdots w_0} - e_0}{2} = \sum_{i=2n+1}^{\infty} \frac{x_i w_{i-1} \cdots w_{i-2n} e_{i-2n}}{x_{2n}w_{2n-1} \cdots w_0} \left( \frac{w_{i-1} \cdots w_{i-2n}}{w_{2n-1} \cdots w_0} \right) \left| \frac{x_i}{x_{2n}} \right|^2$$

$$= \sum_{i=2n+1}^{\infty} \frac{x_i w_{i-1} \cdots w_{i-2n} e_{i-2n}}{x_{2n}w_{2n-1} \cdots w_0} \left( \frac{w_{i-1} \cdots w_{i-2n}}{w_{2n-1} \cdots w_0} \right) \left| \frac{x_i}{x_{2n}} \right|^2$$
\[
\begin{align*}
&= \frac{1}{w_0^2} \sum_{i=0}^\infty \left( \frac{w_{i+1} \cdots w_{i+2n}}{w_2 \cdots w_{2n-1}} \right)^2 \left| \frac{x_{i+2n+1}}{x_{2n}} \right|^2 \\
&= \frac{1}{w_0^2} \sum_{i=0}^\infty \left( \frac{w_{i+2} \cdots w_{i+2n-1}}{w_2 \cdots w_{2n-1}} \right)^2 \frac{w_i^2 w_{i+1}^2}{w_i^2 + 1} \left| \frac{x_{i+2n+1}}{x_{2n}} \right|^2 \\
&\leq \frac{\mu^2 \delta}{w_0^2} \sum_{i=0}^\infty \frac{w_i^2}{w_i^2 + 1} \left| \frac{x_{i+2n+1}}{x_{2n}} \right|^2.
\end{align*}
\]

As we know \( \{w_n\}_{n \in \mathbb{N}} \in \ell^2 \), so for all \( \epsilon > 0 \) there exists an integer \( J \) such that \( \sum_{i=J}^\infty w_i^2 < \epsilon \). Also since \( \{ |x_i| \} \) are bounded, choose \( K \geq J \) such that \( x_{2K} = \sup_{i \geq 2J+1} \{ |x_i| \} \). Thus

\[
\left\| \frac{T^{2K}x}{x_{2K} w_{2K-1} \cdots w_0} - e_0 \right\| \leq \frac{\mu^2 \delta}{w_0^2} \sum_{i=0}^\infty \frac{w_i^2}{w_i^2 + 1} \left| \frac{x_{i+2K+1}}{x_{2K}} \right|^2
\]

\[
\leq \frac{\mu^2 \delta}{w_0^2} \sum_{i=0}^\infty \frac{w_i^2}{w_i^2 + 1} < C \epsilon,
\]

here \( C \) is a constant and this implies that \( e_0 \in \mathcal{M} \).

As for each \( n \geq 0 \),

\[
y = T^{\ast 2n} x - x_{2n} w_{2n-1} \cdots w_0 e_0 = \sum_{i=2n+1}^\infty x_i w_{i-1} \cdots w_{i-2n} e_{i-2n} \in \mathcal{M},
\]

therefore whenever \( x_{2n+1} \neq 0 \) we have

\[
\left\| \frac{y}{x_{2n+1} w_{2n} \cdots w_1} - e_1 \right\|^2 = \left\| \sum_{i=2n+2}^\infty x_i w_{i-1} \cdots w_{i-2n} e_{i-2n} \right\|^2
\]

\[
= \sum_{i=2n+2}^\infty \left( \frac{w_{i-1} \cdots w_{i-2n}}{w_2 \cdots w_1} \right)^2 \left| \frac{x_i}{x_{2n+1}} \right|^2
\]

\[
= \frac{1}{w_1^2} \sum_{i=2n+2}^\infty \left( \frac{w_{i-2n} \cdots w_{i-1}}{w_2 \cdots w_1} \right)^2 \left| \frac{x_i}{x_{2n+1}} \right|^2
\]

\[
= \frac{1}{w_1^2} \sum_{i=0}^\infty \left( \frac{w_{i+2} \cdots w_{i+2n+1}}{w_2 \cdots w_1} \right)^2 \left| \frac{x_{i+2n+2}}{x_{2n+1}} \right|^2
\]

\[
= \frac{1}{w_1^2} \sum_{i=0}^\infty \left( \frac{w_{i+2} \cdots w_{i+2n}}{w_2 \cdots w_1} \right)^2 \left| \frac{x_{i+2n+1}}{x_{2n+1}} \right|^2.
\]

Then applying the same procedure as done for \( e_0 \), it can be shown that \( e_1 \in \mathcal{M} \).

Proceeding in this manner, we can show that \( e_i \in \mathcal{M} \) for every \( i \in \mathbb{N} \), and hence \( \bigcup_{i=0}^\infty \{ e_i \} \subseteq \mathcal{M} \). Moreover, \( \mathcal{M} \subseteq \mathcal{H} = \bigcup_{i=0}^\infty \{ e_i \} \), therefore \( \mathcal{M} = \mathcal{H} \).

This completes the proof. \( \square \)
Theorem 3.10. Let the weight sequence \( \{w_n\}_{n \in \mathbb{N}} \) satisfy Condition (3.4). Suppose \( \mathcal{M} \) is a proper infinite-dimensional subspace of \( \mathcal{H} \) invariant under \( T^{*2} \). Then, \( \mathcal{M} \) has one of the following forms:

(i). \( \mathcal{M} = \bigcup_{t=0}^{\infty} \{e_{2i+1}\} \) for \( t = 0, 1 \).

(ii). \( \mathcal{M} = M_{2n+1+t} \oplus \bigcup_{n=0}^{\infty} \{e_{2i+1-t}\} \) for some \( n \geq 0 \) and \( t = 0, 1 \).

Proof. As in the proof of Theorem 3.9, here also we divide the proof in five cases based on the non-zero coefficients of elements of \( \mathcal{M} \).

Case 1. First we assume that there exists an \( x \in \mathcal{M} \) such that \( x = \sum_{i=0}^{\infty} x_{2i} e_{2i} \), where infinitely many \( x_{2i} \)'s are non-zero, then we claim that \( \bigcup_{i=0}^{\infty} \{e_{2i}\} \subseteq \mathcal{M} \).

First we will show that \( e_0 \in \mathcal{M} \). Now for all \( m \geq 1 \), we have

\[
T^{*2m} x = \sum_{i=1}^{\infty} x_{2i} w_{2i-1} \cdots w_{2i-2m} e_{2i-2m}.
\]

Suppose there exist a natural number \( n \) such that \( x_{2n} \neq 0 \), then

\[
\left\| \frac{T^{*2n} x}{x_{2n} w_{2n-1} \cdots w_0} - e_0 \right\|^2 = \left\| \sum_{i=n+1}^{\infty} \frac{x_{2i} w_{2i-1} \cdots w_{2i-2n} e_{2i-2n}}{x_{2n} w_{2n-1} \cdots w_0} \right\|^2.
\]

Since \( \{w_n\}_{n=0}^{\infty} \) is monotonically decreasing, \( \frac{w_{2n-1}}{w_{2n}} \geq 1 \) whenever \( i \geq n + 1, 1 \leq j \leq 2n - 1 \). Now, we have

\[
\left\| \sum_{i=n+1}^{\infty} \frac{x_{2i} w_{2i-1} \cdots w_{2i-2n} e_{2i-2n}}{x_{2n} w_{2n-1} \cdots w_0} \right\|^2 = \sum_{i=n+1}^{\infty} \left( \frac{w_{2i-1}}{w_0} \right)^2 < \sum_{i=n+1}^{\infty} \frac{x_{2i}}{x_{2n}} \left( \frac{w_{2i-1}}{w_0} \right)^2.
\]

As we know \( \{w_n\}_{n \in \mathbb{N}} \in \ell^2 \), for all \( \epsilon > 0 \), there exists an positive integer \( J \) such that \( \sum_{i=J}^{\infty} \frac{w_{2i-1}}{w_0} < \epsilon \) and since \( \{|x_{2i}|\} \) are bounded, choose an positive integer \( K \geq J \) such that \( x_{2K} = \max_{i \geq J} \{|x_{2i}|\} \).

Thus, we have

\[
\left\| \frac{T^{*2K} x}{x_{2K} w_{2K-1} \cdots w_0} - e_0 \right\| < \sum_{i=K+1}^{\infty} \frac{x_{2i}}{x_{2n}} \left( \frac{w_{2i-1}}{w_0} \right)^2 < \epsilon \quad \text{as} \quad K \to \infty.
\]

Since the sequence \( \{T^{*2K} x/x_{2K} w_{2K-1} \cdots w_0\} \) converges in \( \mathcal{M} \) to \( e_0 \), this implies that \( e_0 \in \mathcal{M} \).
As for each \( n \geq 0 \),
\[
y = T^{2n}x - x_{2n}^2 \cdots w_2 e_0 = \sum_{i=n+1}^{\infty} x_{2i}w_{2i-1} \cdots w_{2i-2n} e_{2i-2n} \in \mathcal{M},
\]
therefore whenever \( x_{2n+2} \neq 0 \), we have
\[
\left\| \frac{y}{x_{2n+2}w_{2n+1} \cdots w_2} - e_2 \right\|^2 = \left\| \sum_{i=n+2}^{\infty} \frac{x_{2i}w_{2i-1} \cdots w_{2i-2n}}{x_{2n+2}w_{2n+1} \cdots w_2} e_{2i-2n} \right\|^2.
\]

Then by the same procedure as done for \( e_0 \), we can show that \( e_2 \in \mathcal{M} \).

Proceeding in this manner we can show that \( e_i \in \mathcal{M} \) for every \( i \in \mathbb{N} \), and hence \( \bigcup_{i=0}^{\infty} \{ e_i \} \subseteq \mathcal{M} \). Moreover, if \( \mathcal{M} \subseteq \bigcup_{i=0}^{\infty} \{ e_i \} \) such that \( T^{2n} \mathcal{M} \subseteq \mathcal{M} \), then \( \mathcal{M} = \bigcup_{i=0}^{\infty} \{ e_i \} \).

The rest of the following cases can be dealt with using arguments similar to the ones used in Case 1. For completion, we note the cases and the various forms that \( \mathcal{M} \) assume in their.

**Case 2.** Suppose there exists an \( x \in \mathcal{M} \) such that \( x = \sum_{i=0}^{\infty} x_{2i+1} e_{2i+1} \), where infinitely many \( x_{2i+1} \)'s are non-zero. Then, \( \mathcal{M} = \bigcup_{i=0}^{\infty} \{ e_{2i+1} \} \).

**Case 3.** Suppose there exists an \( x \in \mathcal{M} \) such that \( x = \sum_{i=0}^{n} x_{2i} e_{2i} + \sum_{i=0}^{\infty} x_{2i+2} e_{2i+2} \), where infinitely many \( x_{2i} \)'s are non-zero. Then, \( \mathcal{M} = M_{2n+1} \oplus \bigcup_{i=0}^{\infty} \{ e_{2i+1} \} \).

**Case 4.** Suppose there exists an \( x \in \mathcal{M} \) such that \( x = \sum_{i=0}^{n} x_{2i} e_{2i} + \sum_{i=0}^{\infty} x_{2i+1} e_{2i+1} \), where infinitely many \( x_{2i+1} \)'s are non-zero. Then, \( \mathcal{M} = M_{2n} \oplus \bigcup_{i=0}^{\infty} \{ e_{2i+1} \} \).

**Case 5.** Suppose there exists an \( x \in \mathcal{M} \) such that \( x = \sum_{i=0}^{\infty} x_i e_i \), where infinitely many \( x_i \)'s are non-zero. Then, \( \mathcal{M} = \mathcal{H} \).

This completes the proof.

**Theorem 3.11.** Let the weights satisfy either Condition (3.1) or Condition (3.4) and \( \mathcal{M} \subseteq \mathcal{H} \) be a non-zero proper infinite-dimensional subspace such that \( T^{\infty} \mathcal{M} \subseteq \mathcal{M} \). Then \( \mathcal{M} \) can have one of the following forms:

(i) \( \mathcal{M} = \bigcup_{i=0}^{\infty} \{ e_{3i+t} \} \) for \( t \in \{0, 1, 2\} \).

(ii) \( \mathcal{M} = \bigcup_{i=0}^{n} \{ e_{3i+1} \} \oplus \bigcup_{i=0}^{m} \{ e_{3i+2} \} \) for \( r, s \in \{0, 1, 2\} \), \( r \neq s \) such that \( n \) and \( m \) cannot be both finite.

(iii) \( \mathcal{M} = M_{3i+2} \oplus \bigcup_{i=0}^{n} \{ e_{3i+1} \} \oplus \bigcup_{i=0}^{m} \{ e_{3i+2} \} \) for \( r, s \in \{0, 1, 2\} \), \( r \neq s \), and \( l \geq 0 \) such that \( n \) and \( m \) cannot be both finite.

**Proof.** If the weights satisfy conditions (3.1) or (3.4), then we obtain the desired forms for \( \mathcal{M} \) by using the similar techniques as we used in the proof of Theorem 3.9 and Theorem 3.10 respectively.

Our final result of this section is a characterization of infinite-dimensional subspaces of \( \mathcal{H} \) that are jointly invariant under \( T^{\infty} \) and \( T^{\infty} \).
Theorem 3.12. Let the weights satisfy either Condition (3.1) or Condition (3.4) and \( M \subseteq \mathcal{H} \) be an infinite-dimensional joint-invariant subspace of \( T^{*2} \) and \( T^{*3} \). Then \( M = \mathcal{H} \).

Proof. Since \( M \) is invariant under both \( T^{*j} \) and \( T^{*3} \), therefore it is easy to see that \( T^{*j}M \subseteq M \) for all \( j \geq 2 \). As \( M \) is infinite-dimensional, there exist an \( x \in M \) such that \( x = \sum_{i=0}^{\infty} x_i e_i \), where infinitely many \( x_i \)'s are non-zero. Now, depending on the conditions on the weights (3.1) or (3.4), we can use the same proof of [13] or [19] respectively to show that \( \bigvee_{i=0}^{\infty} \{e_i\} \subseteq M \). Hence, \( M = \mathcal{H} \). This completes the proof. □

4. Final remarks and results on Unicellular operators

Remark 4.1. For \( i \geq 2 \), the technique we used for characterizing an \( n \)-dimensional non-cyclic \( T^{*i} \)-invariant subspace involves partitioning \( n \) into \( k \) \( 2 \leq k \leq i \) number of \( T^{*i} \)-invariant cyclic subspaces. Even for \( i = 3 \), this technique resulted in many tedious calculations in the proof of Theorem 2.7. Now if \( i \) gets larger, then the choices of partitioning \( n \) into \( k \) \( 2 \leq k \leq i \) numbers also increases, due to which it does not seem feasible to apply the same technique for \( i \geq 4 \). It will be interesting to find new techniques to tackle the problem when the number \( i \) gets larger.

Remark 4.2. As demonstrated in Sections 2 and 3, weights have no bearing on our characterization of finite-dimensional invariant subspaces of the operators \( T^{*2} \) and \( T^{*3} \), but they are crucial for the infinite-dimensional cases. Interestingly, the lattice structure of the invariant subspaces of \( T^{*2} \) and \( T^{*3} \) is the same (Theorem 3.9, 3.10 and 3.11) for two independent classes of weights that we have considered. There are numerous more sufficient conditions on the weights \( \{w_n\}_{n \in \mathbb{N}} \) for the weighted shift to be unicellular, see [5, 6, 8, 9, 10, 16, 17, 18, 22]. So the first critical question is whether the lattice structure of the invariant subspaces of \( T^{*2} \) and \( T^{*3} \) remains the same for these other weights also? And, if the answer to this question is affirmative, then developing a single strategy that works for all these weight classes will be an extremely interesting problem to work on.

For the forward weighted shift \( T \), it is easy to deduce that operators \( T^{*2} \) or \( T^{*3} \) are not unicellular. In [9] and [10], it is proved that for some unicellular forward weighted shifts \( T \) and polynomials \( p \), the operators \( p(T) \) are also unicellular. In [9], the authors proved that if \( \{w_n\} \) is monotonically decreasing and converges to 0 such that \( \sum_{n=0}^{\infty} n^2 w_n^2 < \infty \), then \( T \) is unicellular and the operators \( T(I + T)^{m-1}, \sum_{i=1}^{m} T^i \), and \( \sum_{i=1}^{m} \) \( i^m T^i \) for \( m, n \in \mathbb{N} \) are also unicellular. Working on the similar kind of problems, the authors in [10] proved that if \( w_n = r^n \) for some \( 0 < r < 1 \), then the operator \( T + T^2 \) remains unicellular. This motivated us to ask if \( T \) is a given unicellular operator, then for which polynomials \( p \) and analytic functions \( f \) the operators \( p(T) \) and \( f(T) \) are also unicellular?

We have a partial answer to this problem. To give it, we need the following well-established result from [16].
Theorem 4.3 ([16], Theorem 2.14). If $f$ is analytic and one-to-one on an open set containing $\eta(\sigma(A))$, then $\text{Lat } A = \text{Lat } f(A)$.

We use it to obtain the following interesting result:

Corollary 4.4. Let $A$ be a quasinilpotent unicellular operator. Let $f$ be an analytic function on an open set containing the origin such that $f'(0) \neq 0$. Then $f(A)$ is also unicellular.

Proof. It is given that $\sigma(A) = \{0\}$, then the resolvent set $\rho(A) = \mathbb{C} \setminus \{0\}$. Since the resolvent of the operator $A$ contains no bounded components, then $\eta(\sigma(A)) = \{0\}$.

In complex analysis, it is a routine exercise to show that if the derivative of an analytic function is non-zero at a point, say $z_0$, then there exists a neighbourhood around $z_0$ where the function is one to one. According to the given hypothesis, let $f$ be a analytic function on an open set containing the origin and $f'(0) \neq 0$, then there exist a set around the origin, say $U$, such that $f|U$ is one to one. Moreover, $\eta(\sigma(A)) \subset U$, then using Theorem 4.3, we have $\text{Lat } A = \text{Lat } f(A)$. Hence $f(A)$ is also unicellular. □

Note that for $m, n \in \mathbb{N}$, the functions $f(z) = z(1 + z)^{m-1}$, $g(z) = \sum_{i=1}^{n} z^i$, and $h(z) = \sum_{i=1}^{n} i^m z^i$ all satisfy the hypotheses of Corollary 4.4. Also, the forward weighted shifts considered in [9] and [10] are unicellular and therefore are quasinilpotent. Hence, the results from [9] and [10] follow from our Corollary 4.4. As a result, Corollary 4.4 not only extends the results of [9] and [10] to the entire class of unicellular forward weighted shifts, but it also provides a simpler proof of their results.

Finally, we note that the conditions of Corollary 4.4 are not necessary for $p(T)$ to be unicellular. For example, if $V$ is a Volterra operator

$$V : L_q[0, 1] \rightarrow L_q[0, 1], \quad q \in [1, \infty) \quad \text{such that} \quad (V f)(x) = \int_{0}^{x} f(x)dx.$$ 

Then $V$ is unicellular with $\sigma(V) = \{0\}$. Moreover, $V^n$ is also unicellular for all $n \in \mathbb{N}$ (see [4]) but $p(z) = z^n$ does not satisfy the conditions of Corollary 4.4.
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