Equivariant homology decompositions for cyclic group actions on definite 4-manifolds
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Abstract. In this paper, we study the equivariant homotopy type of a connected sum of linear actions on complex projective planes defined by Hambleton and Tanase. These actions are constructed for cyclic groups of odd order. We construct cellular filtrations on the connected sum using spheres inside unitary representations. A judicious choice of filtration implies a splitting on equivariant homology for general cyclic groups under a divisibility hypothesis, and in all cases for those of prime power order.

Contents

1. Introduction 1554
2. Tree manifolds 1557
3. Equivariant homology for cyclic groups 1564
4. Equivariant homology decompositions for tree manifolds 1567
5. Homology decompositions for $\mathbb{Z}$ 1573
References 1579

1. Introduction

Simply connected 4-manifolds form an important category of spaces from the point of view of both topologists and geometers. Their homotopy type is determined by the intersection form. The ones with positive definite intersection form are homotopy equivalent to a connected sum of copies of $\mathbb{CP}^2$. This paper studies the equivariant homotopy type of certain cyclic group actions on these 4-manifolds defined in [9], and splitting results for the equivariant homology with constant coefficients.

Recall that a simply connected 4-manifold $M$ possesses a CW-complex structure whose 2-skeleton is a wedge of spheres, and outside the 2-skeleton, there is a single 4-cell. It follows that the homology is torsion-free, and non-zero in only three degrees $0$, $2$ and $4$, with $H_0(M) = \mathbb{Z}$ and $H_4(M) = \mathbb{Z}$. If $k$ is the second Betti number of $M$, in the stable homotopy category, we obtain the decomposition $H_M \wedge M_+ \simeq H_M \vee (\bigvee_{i=1}^{k} \Sigma^2 H_M) \vee \Sigma^4 H_M$. 
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Homology decompositions akin to the above in equivariant stable homotopy category have been studied for complex projective spaces in [12] over the group $C_p$. The splitting therein is obtained with Burnside ring coefficients, which is denoted by $A$. However, Lewis [13, Remark 2.2] shows that these decompositions are not likely if the group contains $C_{p^2}$ or $C_p \times C_p$. On the other hand, for cyclic groups of square free order these splittings do exist ([1], [2]). There are generalizations of these results for the group $C_p$ for even cell complexes ([6], [7]), and with constant $\mathbb{Z}/p$-coefficients [3]. Such results have also been extensively studied for the group $C_2$ with constant $\mathbb{Z}/2$-coefficients ([15], [11], [10]). In this paper, we prove decomposition results for cyclic group actions on a connected sum of copies of $CP^2$ with constant $\mathbb{Z}$-coefficients.

The homology decompositions for $X$ are usually proved by building up a cellular filtration of $X$, and then showing that after smashing with the spectrum $H\mathbb{Z}$, the connecting maps are all trivial. For this purpose, the cells are taken of the form $D(V)$, a disk in a unitary $G$-representation $V$, so that the filtration quotients are wedges of $S^V$, the one-point compactification of $V$. There is a different concept of $G$-CW-complexes with cells of the type $G/H \times D^v$ for subgroups $H \leq G$, but they are not useful from the point of view of homology decompositions.

In this paper, the $G$-manifolds $X(\mathbb{T})$ are defined using admissible weighted trees $\mathbb{T}$ [9], which are directed rooted trees with $G$-action, with each vertex carrying a weight comprising 3 integers $a, b, m$ of gcd 1 (see figure below). The underlying manifolds $CP^2(a, b; m)$ are copies of $CP^2$, which have an action of the group $C_m$, by identifying $CP^2$ as the space of complex lines in a three-dimensional complex representation of $C_m$. The numbers $a, b$ are used to describe the irreducible representations therein. We fix $\lambda$ as a complex 1-dimensional representation where $C_m$ acts via $m^{th}$-roots of unity, and in these terms $CP^2(a, b; m) = P(\lambda^a + \lambda^b + 1_c)$. The admissible part of the definition of the tree allows us to construct the equivariant connected sum in the figure.

For a cyclic group $C_m$ of odd order, we prove two decomposition results (see Theorem 4.5 and Theorem 4.9), where $\Sigma^V H\mathbb{Z}$ denotes $H\mathbb{Z} \wedge S^V$. In the theorem
below, the notation \( \mathbb{T}_0 \) stands for the \( C_m \)-fixed points of \( \mathbb{T} \), and \( \mathbb{T}_d \) refers to the vertices whose stabilizer is \( C_d \) for \( d \mid m \).

**Theorem A.** a) If \( \mathbb{T} \) is an admissible weighted tree such that all fixed vertices \( v \) with weight \( w(v) = (a_v, b_v, m_v) \) satisfy \( \gcd(a_v - b_v, m_v) = 1 \), then

\[
H \mathbb{Z} \cap X(\mathbb{T})_+ \simeq H \mathbb{Z} \vee \Sigma^{\lambda_{a_0}+\lambda_{b_0}} H \mathbb{Z} \vee \left( \bigvee_{\mathbb{T}_d} \Sigma^3 H \mathbb{Z} \right)
\]

where \( w(v_0) = (a_0, b_0; m) \) is the weight of the root vertex.

b) Let \( \mathbb{T} \) be an admissible weighted tree such that for the root vertex \( v_0 \) with weight \( w(v_0) = (a_0, b_0; m) \), one of \( a_0 \) or \( b_0 \) is zero. Then,

\[
H \mathbb{Z} \cap X(\mathbb{T})_+ \simeq H \mathbb{Z} \vee \Sigma^{3+2} H \mathbb{Z} \vee \left( \bigvee_{\mathbb{T}_d} C_m / C_{d+} \vee \Sigma^d \mathbb{Z} \right).
\]

For example in Figure 1.0, if \( \gcd(a_i - b_i, 15) = 1 \) for \( 0 \leq i \leq 2 \), we are in the case a) of Theorem A which implies the decomposition

\[
H \mathbb{Z} \cap X(\mathbb{T})_+ \simeq H \mathbb{Z} \vee \Sigma^{a_0+2} H \mathbb{Z} \vee \left( \bigvee_{\mathbb{T}_d} C_{15} / C_{d+} \vee \Sigma^{a_0+b_0} H \mathbb{Z} \right).
\]

On the other hand if \( a_0 = 0 \), we are in case b) of Theorem A, and the second summand here includes \( d = m \). Also observe that the condition implies that \( a_0 - b_0 \) is relatively prime to 15. Therefore, we have

\[
H \mathbb{Z} \cap X(\mathbb{T})_+ \simeq H \mathbb{Z} \vee \Sigma^{a_0+1} H \mathbb{Z} \vee \Sigma^{a_0+b_0} H \mathbb{Z} \vee \left( \bigvee_{\mathbb{T}_d} C_{15} / C_{d+} \vee \Sigma^{a_0+b_0} H \mathbb{Z} \right).
\]

The results in Theorem A depend on a hypothesis on the weights at vertices which are fixed under the \( C_m \)-action. We further prove that these hypotheses may be removed when the group is of prime power order. (See Theorem 5.7 and Theorem 5.10)

**Theorem B.** a) Let \( \mathbb{T} \) be an admissible weighted \( C_p \)-equivariant tree such that \( p \nmid a_0, b_0 \) but \( p \mid a_v - b_v \) for some fixed vertex \( v \). Then,

\[
H \mathbb{Z} \cap X(\mathbb{T})_+ \simeq H \mathbb{Z} \vee \Sigma^{a_0+b_0} H \mathbb{Z} \vee \left( \bigvee_{\mathbb{T}_d} \Sigma^3 H \mathbb{Z} \right)
\]

b) Let \( \mathbb{T} \) be an admissible weighted \( C_{p^n} \)-equivariant tree. Suppose \( \tau > 0 \) is the maximum power of \( p \) that divides \( a_v - b_v \) among the fixed vertices \( v \) and \( p \nmid a_0, b_0 \).
Then

\[ H \mathbb{Z} \wedge X(\mathbb{T})_{\chi} \cong H \mathbb{Z} \vee \Sigma^{d + \lambda \beta} H \mathbb{Z} \vee \left( \bigvee_{i=0}^{n} \left( \sum_{\ell=0}^{p} H \mathbb{Z} \right)^{\wedge} W_{\ell}(i) \right) \vee \left( \bigcup_{[\alpha] \in \mathbb{T}_{d}/C_p^n, \ d \neq p^n} C_{p^n}/C_{d_{+}} \wedge \Sigma^{\lambda_{d_{+}} - \beta_{d_{+}}} H \mathbb{Z} \right). \]

In the statements of Theorem B, we observe that the complementary cases are proved in Theorem A. The notations \( \phi(\mathbb{T}), \psi(\mathbb{T}) \) and \( W_{\ell}(i) \) are clarified later in the document. The techniques used in the proof are the cellular filtration of the manifolds \( X(\mathbb{T}) \), and the following result about the \( RO(C_m) \)-graded homotopy groups of \( H \mathbb{Z} \). (See Theorem 3.8)

**Theorem C.** Let \( \alpha \in RO(C_m) \) be such that \( |\alpha| \) is odd, and \( |\alpha^H| > -1 \) implies \( |\alpha^K| \geq -1 \) for all subgroups \( K \supset H \). Then \( \pi_{\alpha}^{C_m}(H \mathbb{Z}) = 0 \).

### 1.1. Organization

In Section 2, we recall the equivariant connected sum construction leading to the definition of tree manifolds associated to admissible weighted trees in [9]. In Section 3, we introduce the facts from equivariant stable homotopy theory required in the subsequent sections and prove Theorem C. In Section 4, we prove the homology decompositions over the group \( C_m \) (Theorem A), and finally in Section 5, we prove the results over prime power groups (Theorem B).

**1.2. Notation.** Throughout this paper, \( G \) denotes the cyclic group of order \( m \), where \( m \) is odd, and \( g \) denotes a fixed generator of \( G \). Whenever the notation \( p \) is used for a prime, it is supposed to be odd. For an orthogonal \( G \)-representation \( V, S(V) \) denotes the unit sphere, \( D(V) \) the unit disk, and \( S(V) \) the one-point compactification of \( V \), which is \( \cong D(V)/S(V) \). The notation \( 1_C \) is used for the trivial complex representation and 1 for the real trivial representation.

**1.3. Acknowledgements.** The first author would like to thank Surojit Ghosh for some helpful conversations in the proof of Theorem 3.8. The research of the first author was supported by the SERB MATRICS grant 2018/000845. The research of the second author was supported by the NBHM grant no. 16(21)/2020/11. The authors would like to thank the referee for detailed comments about the exposition.

### 2. Tree manifolds

In this section, we discuss the construction of connected sum of \( G \)-manifolds focussing on the special case of a connected sum of complex projective planes in the case \( G = G \). In the latter case, the construction is governed through a system of explicit combinatorial data expressed as admissible weighted trees (see [9] for details). We refer to these as tree manifolds.

2.1. **Equivariant connected sums.** Let \( X \) and \( Y \) be two smooth \( G \)-manifolds of the same dimension \( n \). The equivariant connected sum \( X \# Y \) depends on the
following data
1) Points \( x \in X^G, y \in Y^G \).
2) An orientation reversing isomorphism of real \( G \)-representations \( \varphi : T_xX \rightarrow T_yY \).

Given the data above, one may conjugate \( \varphi \) with the exponential map to obtain a diffeomorphism of punctured disks near \( x \) and \( y \). This identification is then performed on \( X \setminus \{x\} \sqcup Y \setminus \{y\} \) to obtain the equivariant connected sum \( X\#Y \).

One readily observes the following homotopy cofibration sequences

\[
X \setminus \{x\} \rightarrow X\#Y \rightarrow Y, \quad \text{and} \quad Y \setminus \{y\} \rightarrow X\#Y \rightarrow X.
\] (2.2)

An additional feature in the \( G \)-equivariant situation is the orbit-wise connected sum. Let \( X \) be a \( G \)-manifold and \( Y \) an \( N \)-manifold for a subgroup \( N \). The data underlying an orbit-wise connected sum is

1) A point \( y \in Y^N \), and a point \( x \in X \) such that the stabilizer of \( x \) is \( N \).
2) An orientation reversing isomorphism of real \( N \)-representations \( \varphi : T_xX \rightarrow T_yY \).

The condition 1) implies that \( x \) induces the inclusion of an orbit \( i_x : G/N \rightarrow X \). Now we may again use the exponential map to conjugate \( \varphi \) and identify punctured disks at points of \( G/N \hookrightarrow X \) with those at points of \( G/N \times \{y\} \hookrightarrow G \times_N Y \). The resulting connected sum is denoted by \( X\#_G X_N Y \). The direct analogues of (2.2) are

\[
X \setminus \{x\} \rightarrow X\#_G X_N Y \rightarrow \frac{G \times_N Y}{G/N \times \{y\}},
\]

and,

\[
G \times_N (Y \setminus \{y\}) \rightarrow X\#_G X_N Y \rightarrow X / i_x(G/N).
\]

The second sequence has a refinement in the form of a homotopy pushout

\[
\begin{array}{ccc}
G \times_N (Y \setminus \{y\}) & \longrightarrow & G \times_N C(Y \setminus \{y\}) \\
\downarrow & & \downarrow \iota_x \circ \pi_1 \\
X\#_G X_N Y & \longrightarrow & X.
\end{array}
\] (2.3)

2.4. **Linear actions on projective spaces.** The principal construction of interest in this paper is the equivariant connected sum of projective spaces. A method to construct a \( G \)-action on a complex projective space \( \mathbb{C}P^n \) is to write it as \( P(V) \), the projectivization of a unitary representation \( V \). We call these linear actions. If \( \nu \) is a 1-dimensional complex representation of \( G \), there is an equivariant homeomorphism \( P(V) \cong P(V \otimes \nu) \). In the case \( G = \mathcal{G} \), we fix the following notation for its representations.

2.5. **Notation.** The irreducible complex representations of the group \( \mathcal{G} \) are 1-dimensional, and up to isomorphism are listed as \( 1_\mathbb{C}, \lambda, \lambda^2, \ldots, \lambda^{m-1} \) where \( \lambda \) sends \( g \) to \( e^{2\pi i/m} \), the \( m \)th root of unity. The non-trivial real irreducible representations are realizations of these. The realization of \( \lambda^i \) is also denoted by the
same notation. Note that $\lambda^1$ and $\lambda^{m-1}$ are conjugate and hence their realizations are isomorphic by the natural $\mathbb{R}$-linear map $z \mapsto \tilde{z}$ which reverses orientation.

In this paper, our principal objects of interest are linear $\mathcal{G}$-actions on $CP^2$, that is, we write $CP^2$ as $P(V)$ where $V$ is a 3-dimensional complex representation of $\mathcal{G}$. In terms of the notation above, $V$ is a sum $\lambda^a + \lambda^b + \lambda^c$ for some integers $a$, $b$ and $c$ viewed (mod $m$). As $P(V) \cong P(V \otimes \nu)$ for 1-dimensional $\nu$, we may assume $c = 0$ in the expression for $V$. We denote this by $CP^2(a, b; m)$. Often we use the notation $CP^2(a, b; m')$ for a divisor $m'$ of $m$. This denotes the $C_{m'}$-space $P(\nu^a + \lambda^a + \lambda^b)$. In this expression, note that the restriction of $CP^2(a, b; m)$ to the subgroup $C_{m'}$ is $CP^2(a, b; m')$.

**Proposition 2.6.** The manifolds $CP^2(a, b; m)$ satisfy the following properties.

1) If $gcd(a, b, m) = d$, then $CP^2(a, b; m) \cong \pi^*CP^2(\frac{a}{d}, \frac{b}{d}, \frac{m}{d})$ the pullback via $\pi : C_m \to C_m/C_d \cong C_m/d$.

2) There are $\mathcal{G}$-homeomorphisms

$$CP^2(a, b; m) \cong CP^2(a - b, -b; m) \cong CP^2(-a, b - a; m),$$

and $CP^2(a, b; m) \cong CP^2(b, a; m)$.

3) The points $p_1 = [1, 0, 0]$, $p_2 = [0, 1, 0]$, and $p_3 = [0, 0, 1]$ are fixed by $\mathcal{G}$. Their tangential representations are given by

$$T_{p_1}CP^2(a, b; m) \cong \lambda^{b-a} + \lambda^{-a}, T_{p_2}CP^2(a, b; m) \cong \lambda^{a-b} + \lambda^{-b},$$

$$T_{p_3}CP^2(a, b; m) \cong \lambda^{a} + \lambda^{b}.$$

The proof of the above easily follows from the homeomorphism $P(V) \cong P(V \otimes \nu)$, and the identification of the tangent bundle of $CP^2$ as $Hom(\gamma, \gamma^\perp)$, where $\gamma$ is the canonical line bundle. In this paper, we call the numbers $(a, b)$ associated to the representation $\lambda^a + \lambda^b$ rotation numbers. As in [9], we assume that for the manifold denoted by $CP^2(a, b; m)$, $gcd(a, b, m) = 1$.

We also denote $S^4(a, b; m)$ for the $\mathcal{G}$-action on $S^4$ by identifying it with $S^{\lambda^a + \lambda^b}$. This may also be described as $S(1 + \lambda^a + \lambda^b)$, where 1 is the trivial real representation of dimension 1. This action has fixed points 0 and $\infty$, and the tangential representations are $\lambda^a + \lambda^b$ and $\lambda^{-a} + \lambda^{-b}$ respectively.

We now list the conditions required to form equivariant connected sums of copies of $CP^2(a, b; m)$ and $S^4(a, b; m)$.

**Proposition 2.7.** 1) The connected sum $CP^2(a, b; m)\#CP^2(a', b'; m)$ may be formed if and only if for one of the equivalent choices of $(a', b')$ as in 2) of Proposition 2.6, $\pm(a', b') \in \{(a, -b), (a - b, b), (a, b - a)\}$. Once this condition is satisfied, there is a natural choice of data for the connected sum unless $a = b$ or one of $a$, $b$ is 0.

2) The connected sum $CP^2(a, b; m)\#S^4(a', b'; m)$ may be formed if and only if $\pm(a', b') \in \{(a, -b), (a - b, b), (a, b - a)\}$. Here, $CP^2(a, b; m)\#S^4(a', b'; m)$ is $\mathcal{G}$-homeomorphic to $CP^2(a, b; m)$.

3) For $m' \mid m$ but $m' \neq m$, the connected sum $CP^2(a, b; m)\#\mathcal{G} \times_{C_{m'}} CP^2(a', b'; m')$
The observations above inform us that the $\mathcal{G}$-connected sums of different $CP^2(a, b; m)$s and $S^4(a, b; m)$s may be formed only when certain relations are satisfied between the weights involved. We now lay down the sequence of combinatorial criteria which allow us to form such a connected sum. These are written in the form of weights attached to trees with a $\mathcal{G}$-action satisfying required conditions, called admissible weighted trees.

Recall that a group action on a tree is given by an action on the vertices which preserves the adjacency relation. We define two types of trees called Type I and Type II.

**Definition 2.9.** An admissible weighted tree is a tree with $\mathcal{G}$-action having the following properties

1. There is a $\mathcal{G}$-fixed vertex $v_0$ called the root vertex of the tree. In case of a type II tree, $v_0$ is the unique $\mathcal{G}$-fixed vertex.
2. The vertices of $\mathbb{T}$ are arranged in levels starting from zero according to the distance from the root vertex with edge length considered to be 1. Observe that $\mathcal{G}$ preserves the levels and every edge goes from level $L$ to $L + 1$ for some $L$.
3. Each vertex $v$ is equipped with a weight $w(v) = (a_v, b_v; m_v)$ (defined up to equivalence $(a_v, b_v; m_v) \sim (b_v, a_v; m_v)$) such that $m_v \mid m$ and $m_{v_0} = m = |\mathcal{G}|$, and $\text{gcd}(a_v, b_v, m_v) = 1$ for all $v$.
4. For every vertex $v$, $\text{Stab}(v) = C_{m_v} \subset \mathcal{G}$. Also $w(gv) = w(v)$, so that weights of vertices in the same orbit are equal.
5. In the case of type I trees, there are at most three vertices $v$ of level 1 such that $m_v = m$. Each of these vertices have distinct weights (up to equivalence) among $\{\pm(a_v, b_v; m_v), \pm(b_v, a_v; m_v), \pm(b_v, a_v; m_v)\}$.
6. Vertices with the same weight (up to equivalence and sign) do not have a common neighbour unless they are related by the $\mathcal{G}$-action.
7. Suppose there is an edge $e$ from $v$ in level $L$ to $u$ in level $L + 1$. Then $m_u \mid m_v$ and
   - (a) If $m_u = m_v$ and $v$ is not the root vertex, then $\pm(a_v, b_v; m_v) \in \{(a_v, b_v; m_v), (a_v - b_v, b_v)\}$.
   - (b) If $m_u \neq m_v$, then one of $a_v, b_v, a_v - b_v$ satisfies the equation $\text{gcd}(x, m) = m_v$, accordingly $b_v = 0$, and $a_u$ is a value among $\{-a_v, -b_v, b_v - a_v\}$ not divisible by $m_u$.

As far as Definition 2.9 is concerned, type II trees are only a special subset of type I trees, but the construction of the tree manifolds associated to them...
will be different. In the case of type I trees (for example in Figure 1.0) the tree manifold associated to it is a connected sum of copies of $\mathbb{C}P^2$ with appropriate weights. For type II trees (see Figure 2.9), the root vertex gives a copy of $S^4$ in the connected sum and the rest of the vertices contribute $\mathbb{C}P^2$. One should observe here that if the root $S^4$ is connected to a $\mathbb{C}P^2$ associated to a fixed vertex, one may express the resultant tree manifold as one arising from a type I tree.

**Remark 2.10.** The definition of admissible, weighted tree above is the same definition as [9, §1.D]. To see this, one may observe the following

- The tree as defined inherits a direction, where an edge $e$ moving from level $L$ to $L + 1$ is directed so that $\partial_0 e$ lies in level $L$, and $\partial_1 e$ lies in level $L + 1$. One also observes that a vertex in level $L > 0$ is connected to a unique vertex in level $L - 1$.
- The partial order may be generated from the condition that $\partial_0 e < \partial_1 e$. This implies that two vertices are comparable if they are connected by a sequence of edges, and in this case the order relation is determined by the level.
- The weights $w(v) = (a_v, b_v; m_v)$ are so defined that we obtain an equivalent weight under the operations $(a_v, b_v) \mapsto (b_v, a_v)$. This is the equivalence of weights referred to in the definition above.
- The conditions (5) and (7) above reflect the condition “pair of matching fixed components” of [9]. As we shall see, this is a slightly stronger condition that also includes the data required for us to form the corresponding equivariant connected sum.

**2.11. Notation.** The number $n(\mathbb{T})$ associated to an admissible, weighted tree $\mathbb{T}$ with vertex set $V(\mathbb{T})$ is defined as

$$n(\mathbb{T}) = \begin{cases} \#(V(\mathbb{T})) & \text{if } \mathbb{T} \text{ is of type I} \\ \#(V(\mathbb{T})) - 1 & \text{if } \mathbb{T} \text{ if of type II}. \end{cases}$$

The significance of the notation $n(\mathbb{T})$ is that we associate to an admissible weighted tree $\mathbb{T}$, a $\mathcal{G}$-manifold $X(\mathbb{T})$ whose underlying space is $\# n(\mathbb{T}) \mathbb{C}P^2$. We will use the notation $\mathbb{T}_0$ for $\mathbb{T}^0$, and $\mathbb{T}_d = \{v \in \mathbb{T} \mid \text{Stab}(v) = C_d\}$. Observe that $\mathcal{G}/C_d$ acts freely on $\mathbb{T}_d$. Also note that $\mathbb{T}_0$ is always a sub-tree of $\mathbb{T}$, while $\mathbb{T}_d$ is not.
2.12. Construction of connected sums along trees. The construction of $X(\mathbb{T})$, the $\mathcal{G}$-manifold obtained by the connected sum of linear actions according to the data described in the tree $\mathbb{T}$ is carried out in [9, Theorem 1.7]. We describe it’s main features below. For a vertex $v \in V(\mathbb{T})$, we use the notation

$$\mathbb{C}P^2_v := \mathbb{C}P^2(a_v, b_v; m_v).$$

**Proposition 2.13.** Given an admissible, weighted tree $\mathbb{T}$, there is a $\mathcal{G}$-manifold $X(\mathbb{T})$ such that

1. The underlying space of $X(\mathbb{T})$ is $\#^n(\mathbb{T})\mathbb{C}P^2$.
2. If $\mathbb{T}$ is of type I, then $X(\mathbb{T}) \cong \#_n\mathbb{C}P^2$ for every vertex $v$ of $\mathbb{T}$. In case the vertex $v$ is stabilized by a proper subgroup $C_d$ of $\mathcal{G}$, the $\mathbb{C}P^2_v$ assemble together equivariantly as $\mathcal{G} \times_{C_d} \mathbb{C}P^2_v$.
3. If $\mathbb{T}$ is of type II, then $X(\mathbb{T}) \cong \#_n\mathbb{C}P^2$ for every non-root vertex $v$ of $\mathbb{T}$, and a copy of $S^4(a_{\nu_v}, b_{\nu_v}; m)$. As in (2), if the vertex $v$ is stabilized by a proper subgroup $C_d$ of $\mathcal{G}$, the $\mathbb{C}P^2_v$ assemble together equivariantly as $\mathcal{G} \times_{C_d} \mathbb{C}P^2_v$.
4. For a non-root vertex $v$ in level $L$, which is connected to $w$ in level $L-1$ with $m_v < m_w$, the points where the connected sum is performed are $[0,0,1] \in \mathbb{C}P^2_v$, and the one in $\mathbb{C}P^2_w$ determined by the condition (7)(a) of Definition 2.9 if $w$ is not the root vertex, or by (5) of Definition 2.9 if $w = v_0$.
5. For a non-root vertex $v$ in level $L$ connected to $w$ in level $L-1$ with $m_v < m_w$, the points where the connected sum is performed are $[0,0,1] \in \mathbb{C}P^2_v$, and some equivalent choice of point in $\mathbb{C}P^2_w$ determined by the condition (7)(b) of Definition 2.9. Equivalent choices of the latter give equivalent manifolds [9, Lemma 1.2].

We now elaborate further on (4) and (5) of Proposition 2.13 above. We start with an example.

**Example 2.14.** In order to see if $\mathbb{C}P^2(a, b; m)\#\mathbb{C}P^2(a', b'; m)$ is definable we may apply 1) of Proposition 2.7. Another method of saying this is that there is an expression of the second summand as $\mathbb{C}P^2(a', b'; m)$ such that $\pm(a', b') \in \{(a, -b), (a - b, b), (a, b - a)\}$. Once this choice is made, say $(a', b') = (a, -b)$, we get a natural data for the equivariant connected sum as

1. The point $p \in \mathbb{C}P^2(a, b; m)$ used in the connected sum is $[0,0,1]$, and the corresponding tangential representation is $\lambda^a + \lambda^b$.
2. The point $q \in \mathbb{C}P^2(a', b'; m)$ used in the connected sum is $[0,0,1]$, and the corresponding tangential representation is $\lambda^{a'} + \lambda^{b'} = \lambda^a + \lambda^{-b}$.
3. The natural orientation reversing isomorphism $T_p \mathbb{C}P^2(a, b; m) \to T_q \mathbb{C}P^2(a', b'; m)$ is given by identity on the factor $\lambda^a$ and complex conjugation on the factor $\lambda^b$. 


In (4) of Proposition 2.13, the choice of \((a_v, b_v)\) implies that
\[
T_{[0,0,1]} \mathbb{CP}^2_v = \lambda^{a_v} + \lambda^{b_v}
\]
equals one of \(\lambda^{a_w} + \lambda^{b_w-a_w}, \lambda^{-a_w} + \lambda^{a_w-b_w}, \lambda^{b_w} + \lambda^{a_w-b_w}, \lambda^{-b_w} + \lambda^{b_w-a_w}\), in the case \(\omega\) is not the root vertex. We also note the tangential representations
\[
T_{[1,0,0]} \mathbb{CP}^2_v = \lambda^{-a_w} + \lambda^{b_w-a_w}, \quad T_{[0,1,0]} \mathbb{CP}^2_v = \lambda^{-b_w} + \lambda^{a_w-b_w}.
\]
Among all the possibilities for \(T_{[0,0,1]} \mathbb{CP}^2_v\), the first two are compatible with \(T_{[1,0,0]} \mathbb{CP}^2_v\), and the second two are compatible with \(T_{[0,1,0]} \mathbb{CP}^2_v\). This demonstrates how the weights imply the choice of connected sum point in \(\mathbb{CP}^2_{\omega}\). The argument in Example 2.14 applies here to construct a canonical orientation reversing isomorphism among the tangential representations. Finally, the condition (6) of Definition 2.9 implies that the choice of connected sum point is not the same as that of any other vertex.

We now look at (5) of Proposition 2.13. The condition \(m_v < m_w\) implies that \(m_v\) is a proper divisor of \(m_w\). Consider \(\mathcal{O} \cong \mathbb{C} \mathbb{CP}^2_{m_v}/\mathbb{C} \mathbb{CP}^2_{m_w}\), the orbit of \(v\) under the \(\mathbb{C} \mathbb{CP}^2_{m_v}\)-action. From (4) of Definition 2.9, we observe that all the vertices in \(\mathcal{O}\) have weight \(w(v)\). The connected sum formed here is \(\mathbb{CP}^2_{\omega} \# \mathbb{C} \mathbb{CP}^2_{m_w} \times_{\mathbb{C}} \mathbb{CP}^2_{m_v}\), which connects the manifolds at all the vertices in \(\mathcal{O}\) to \(\mathbb{CP}^2_v\) at one go by writing
\[
\mathbb{C} \mathbb{CP}^2_v \cong \bigsqcup_{h \in \mathbb{C} \mathbb{CP}^2_{m_w}/\mathbb{C} \mathbb{CP}^2_{m_v}} h \cdot \mathbb{CP}^2_v = \bigsqcup_{h \in \mathbb{C} \mathbb{CP}^2_{m_w}/\mathbb{C} \mathbb{CP}^2_{m_v}} \mathbb{CP}^2_h\times v.
\]
In this case, we have \(b_v = 0\) and \(m_v\) divides one of the numbers \(a_w, b_w, b_w - a_w\) but not more than one (unless \(m_v = 1\)) as \(\gcd(a_w, b_w, m_w) = 1\). We may assume \(\gcd(b_v, m_w) = m_v\) without loss of generality, and it implies \(a_v = \pm a_w\). The first part of the equivariant data for the connected sum is the point \([0, 0, 1]\) in \(\mathbb{CP}^2_v\) with tangential \(\mathbb{C} \mathbb{CP}^2_{m_v}\)-representation \(\lambda^{a_w} + 1\) (as a complex representation). The next part is a choice of connected sum point which is required to have stabilizer \(\mathbb{C} \mathbb{CP}^2_{m_v}\), and hence belongs to
\[
P(\lambda^{b_w} + 1) = \{[0, 1, 0], [0, 0, 1]\} \subset P(\lambda^{a_w} + \lambda^{b_w} + 1) = \mathbb{CP}^2_v.
\]
For any point
\[
q \in P(\lambda^{b_w} + 1) - \{[0, 1, 0], [0, 0, 1]\},
\]
the tangential \(\mathbb{C} \mathbb{CP}^2_{m_v}\)-representation is \(1 + \lambda^{a_w}\). We now have a canonical orientation reversing isomorphism between \(T_{[0,0,1]} \mathbb{CP}^2_v\) and \(T_q \mathbb{CP}^2_v\) which is conjugation on \(\lambda^{a_w}\) if \(a_v = -a_w\), or conjugation on the other factor if \(a_v = a_w\). As \(P(\lambda^{b_w} + 1) - \{[0, 1, 0], [0, 0, 1]\}\) is connected, this defines the equivariant connected sum up to diffeomorphism ([9, Lemma 1.2]). Note also that there is a completely analogous version of the above if \(\omega\) was the root vertex of a type II tree, and \(\mathbb{CP}^2_v\) was replaced by \(S^1 \times_{\omega} \mathbb{CP}^2_v\).
3. Equivariant homology for cyclic groups

In this section, we recall the definition of equivariant homology with coefficients in a Mackey functor. The main objective is to describe a theorem on $\mathbb{Z}$-homology which allows us to construct the homology decompositions in the following sections. Equivariant homology and cohomology possess the richest structure when the coefficients are Mackey functors [5], which we summarize in explicit terms below.

**Definition 3.1.** A $\mathcal{G}$-Mackey functor$^1$ $M$ is a collection of commutative $\mathcal{G}/H$-groups $\underline{M}(\mathcal{G}/H)$ for each subgroup $H \leq \mathcal{G}$, accompanied by transfer $\text{tr}_K^H : M(\mathcal{G}/K) \to M(\mathcal{G}/H)$ and restriction $\text{res}_K^H : M(\mathcal{G}/H) \to M(\mathcal{G}/K)$ for $K \leq H \leq \mathcal{G}$ such that

1. $\text{tr}_K^H \cdot \text{tr}_J^K = \text{tr}_J^H \cdot \text{tr}_K^H$ and $\text{res}_J^H \cdot \text{res}_K^J = \text{res}_J^K \cdot \text{res}_K^J$ for all $J \leq K \leq H$.
2. $\text{tr}_K^H(\gamma \cdot x) = \text{tr}_K^H(x)$ for all $x \in M(\mathcal{G}/K)$ and $\gamma \in H/K$.
3. $\gamma \cdot \text{res}_K^H(x) = \text{res}_K^H(\gamma \cdot x)$ for all $x \in M(\mathcal{G}/H)$ and $\gamma \in H/K$.
4. $\text{res}_K^H \cdot \text{tr}_J^H(x) = \sum_{\gamma \in H/K} \gamma \cdot \text{tr}_J^{\gamma K} \cdot \text{res}_J^{\gamma K}(x)$ for all subgroups $J, K \leq H$.

**Example 3.2.** The Burnside ring Mackey functor denoted $\underline{A}$ is described by $\underline{A}(\mathcal{G}/H) = A(H)$, the Burnside ring of $H$. This is the group completion of the monoid of finite $H$-sets up to isomorphism. The restriction maps are given by restricting the action, and the transfer maps are given by inducing up the action $S \mapsto H \times_K S$ for $K \leq H$.

In this paper, we work primarily with the constant Mackey functor $\underline{\mathbb{Z}}$ described by

$$\underline{\mathbb{Z}}(\mathcal{G}/H) = \mathbb{Z}, \quad \text{res}_K^H = 1d, \quad \text{tr}_K^H = [H : K],$$

for $K \leq H \leq \mathcal{G}$. One may make a dual construction to define the Mackey functor $\underline{\mathbb{Z}}^*$ by

$$\underline{\mathbb{Z}}^*(\mathcal{G}/H) = \mathbb{Z}, \quad \text{res}_K^H = [H : K], \quad \text{tr}_K^H = 1d,$$

for $K \leq H \leq \mathcal{G}$. For an Abelian group $C$, the Mackey functor $\langle C \rangle$ is described by

$$\langle C \rangle(\mathcal{G}/H) = \begin{cases} C & \text{if } H = \mathcal{G} \\ 0 & \text{otherwise.} \end{cases}$$

The importance of Mackey functors from the point of view of ordinary cohomology in the equivariant case is due to the following result.

**Theorem 3.3.** [8, Theorem 5.3] For a Mackey functor $M$, there is an Eilenberg-MacLane $\mathcal{G}$-spectrum $HM$ which is unique up to isomorphism in the equivariant stable homotopy category.

---

$^1$This is a simplification in the case $\mathcal{G}$ is Abelian. Otherwise the double coset formula (4) has a slightly more complicated expression.
This Eilenberg-MacLane spectra are those whose integer-graded homotopy groups are concentrated in degree 0 in the category of equivariant orthogonal spectra \[14\]. The homotopy category of equivariant orthogonal spectra is called the equivariant stable homotopy category, where one has desuspension functors for one-point compactifications of orthogonal \(G\)-representations.

**Example 3.4.** For a \(G\)-spectrum \(X\), the equivariant homotopy groups possess the structure of a Mackey functor \(\pi_n^G(X)\), defined by the formula

\[
\pi_n^G(X)(G/H) = \pi_n(X^H).
\]

In fact, the grading may be extended over \(\alpha \in RO(G)\) via the formula

\[
\pi^G_\alpha(X)(G/K) \cong \text{Ho-}\mathcal{G}\text{-spectra} (S^\alpha \wedge G/K_+, X),
\]

which is in fact equal to \(\pi^G_\alpha(X)\). Analogously the cohomology theory and homology theory associated to Mackey functors are \(RO(G)\)-graded and may also be equipped with the structure of a Mackey functor which on objects is described as

\[
\underline{H}^\alpha_g(X; M)(G/K) \cong \text{Ho-}\mathcal{G}\text{-spectra} (S^\alpha \wedge G/K_+, \Sigma^\infty X),
\]

for \(\alpha \in RO(G)\). For the Mackey functor \(\underline{Z}\), the integer graded groups at \(G\) compute the cohomology of \(X/G\), the orbit space of \(X\) under the \(G\)-action.

The Mackey functor \(\underline{Z}\) has a multiplicative structure which makes it a *commutative Green functor* \([16, \text{Chapter XIII.5}]. The consequence of this multiplication is that the cohomology \(H^\bullet_g(X; \underline{Z})\) has a graded commutative ring structure. The multiplicative structure also allows us to consider the Mackey functors which are \(\underline{Z}\)-modules, and examples of these are the homology and the cohomology Mackey functors \(H^\alpha_g(X; \underline{Z})\) and \(H^\alpha_g(X; \underline{Z}).\)

**Remark 3.5.** For any \(M \in \underline{Z}\)-Mod, \(\text{tr}_K^H \text{res}_K^H\) equals the multiplication by index \([H : K]\) for \(K \leq H \leq G\) \([17, \text{Theorem 4.3}].

The spectrum \(HZ\) also has the following well-known relation after smashing with representation spheres.

**Proposition 3.6.** If \(\gcd(d, m) = 1\), then

\[
HZ \wedge S^{\lambda k} \simeq HZ \wedge S^{\lambda dk}.
\]

**Proof.** We check that \(S^{-\lambda dk} \wedge HZ\) is an Eilenberg MacLane spectrum up to suspension, whose underlying Mackey functor depends on \(k\) but not on \(d\). For this note that

\[
\pi^G_\alpha(S^{-\lambda dk} \wedge HZ)(G/L) \cong \pi^G_{\lambda k}(S^{\lambda dk} \wedge Z; G/L) \cong \tilde{H}_L(S^{\lambda dk}; Z) \cong \tilde{H}^{-\lambda k}(S^{\lambda dk}/L; Z).
\]
Now observe that the orbit space $S^dL / L \simeq S^2$, so that the groups above are $\mathbb{Z}$ for $i = -2$, and 0 otherwise. Therefore, we obtain

$$S^{-\lambda \text{id}} \wedge H\mathbb{Z} \simeq \Sigma^{-2}HM,$$

where $M(G/L) = \mathbb{Z}$ for $L \leq G$. For a subgroup $K = C_{r_i}$ of another subgroup $L = C_{r_2}$ of $G$, the restriction $M(G/L) \to M(G/K)$ is induced by the quotient $S^dL / K \to S^dL / L$, which is a map of degree $r_2 \gcd(r_1, d, k) / r_1 \gcd(r_2, d, k) \gcd$ as $\gcd(d, m) = 1$. The transfer maps are then determined by Remark 3.5. It follows that $S^{-\lambda \text{id}} \wedge H\mathbb{Z} \simeq S^{-\lambda} \wedge H\mathbb{Z}$ if $\gcd(d, m) = 1$, so that $H\mathbb{Z} \wedge S^d \simeq H\mathbb{Z} \wedge S^d \lambda \text{id}$. \hfill \Box

We may observe from Proposition 3.6 that $\Sigma^{\lambda^k - \lambda \text{id}} H\mathbb{Z} \simeq H\mathbb{Z}$. This means in the graded commutative ring $\pi_\lambda H\mathbb{Z}$ (graded over $RO(G)$), there are invertible classes in degrees $\lambda^k - \lambda \text{id}$ whenever $(d, m) = 1$. As a consequence the ring $\pi_\lambda H\mathbb{Z}$ is determined from its values at the gradings which are linear combinations of $\lambda^k$ for $k \mid m$. We recall the following computation of $\pi_\lambda \mathbb{Z}$ in degrees $\lambda^k$.

$$\pi_\lambda \mathbb{Z} = \begin{cases} \mathbb{Z} & \text{if } |\alpha| = 0, |\alpha \mathbb{Z}| \geq 0 \\ \mathbb{Z}^* & \text{if } |\alpha| = 0, |\alpha \mathbb{Z}| < 0 \\ \langle \mathbb{Z} / p \rangle & \text{if } |\alpha| < 0, |\alpha \mathbb{Z}| \geq 0, \text{ and } |\alpha| \text{ even} \\ \langle \mathbb{Z} / p \rangle & \text{if } |\alpha| > 0, |\alpha \mathbb{Z}| < -1, \text{ and } |\alpha| \text{ odd} \\ 0 & \text{otherwise.} \end{cases} \quad (3.7)$$

The homology decomposition theorems for $G$-spaces with even cells require proving that certain odd degree homotopy groups of $H\mathbb{Z}$ are 0. In this paper, we use the following result.

\textbf{Theorem 3.8.} Let $\alpha \in RO(G)$ be such that $|\alpha| \text{ is odd, and } |\alpha^H| > -1$ implies $|\alpha^H| \geq 1$ for all subgroups $K \simeq H$. Then $\pi_\alpha \mathbb{Z} \simeq 0$.

\textbf{Proof.} The proof relies on [4, Proposition 4.3], where the same result is proved for the groups $\mathbb{Z}$ where $\alpha$ is an odd prime. Here, note that

$$\pi_\alpha \mathbb{Z} \simeq S_{\alpha} \mathbb{Z} \simeq H_{\alpha} \mathbb{Z},$$

so that the hypothesis in statement c) of [4, Proposition 4.3] corresponds to our hypothesis on $\alpha$ over here.

We now suppose that the result is true for all subgroups of $G$ and then prove it for $G$. In this way, the result will be true for all cyclic groups of odd order. The inductive hypothesis states that for all proper subgroups $L$ of $G$ and for all $\alpha \in RO(L)$ satisfying $|\alpha^L| > -1$ implies $|\alpha^H| \geq 1$ for all subgroups $L \simeq K \simeq H$, $\pi_\alpha \mathbb{Z} \simeq 0$. 

$$\pi_\alpha \mathbb{Z} \simeq H_{\alpha} \mathbb{Z},$$

so that the hypothesis in statement c) of [4, Proposition 4.3] corresponds to our hypothesis on $\alpha$ over here.
Now suppose that $\alpha$ satisfies the hypothesis of the theorem, and let $x \in \pi^G_\alpha(H\mathbb{Z})$. This implies that the restriction of $\alpha$ to a subgroup $L$ satisfies the hypothesis for $L$, so that by the inductive hypothesis we have $\pi^L_\alpha(H\mathbb{Z}) = 0$. As the result has already been proved at prime powers in [4, Proposition 4.3], we may assume that $m$ is divisible by at least two distinct primes $p$ and $q$. We now use the inductive hypothesis for $C_{m/p}$ and $C_{m/q}$, and compute

$$px = [G : C_{m/p}]x = \text{tr}_{C_{m/p}}^G \text{res}_{C_{m/p}}^G (x) = 0,$$

as $\pi^G_\alpha(H\mathbb{Z})(G/C_{m/p}) = \pi^G_\alpha(H\mathbb{Z}) = 0$, and analogously,

$$qx = [G : C_{m/q}]x = \text{tr}_{C_{m/q}}^G \text{res}_{C_{m/q}}^G (x) = 0.$$

It follows that $x = 0$. \qed

Theorem 3.8 is useful to prove that cohomology of $G$-spaces which are constructed by attaching even cells of the type $D(V)$, is a free module over the cohomology of a point $H^*_G(S^0; \mathbb{Z})$. Such results have been proved in [12], [1], [2], in the context of equivariant projective spaces and Grassmannians. A more careful argument has also been used in [6] and [7], where the free module property has been proved for all finite complexes obtained by attaching cells of the type $D(V)$ in even dimensions.

**4. Equivariant homology decompositions for tree manifolds**

In this section, we obtain homology decompositions for the tree manifolds defined in Section 2. Recall that, $CP^2(a, b; m)$ serves as a building block for these manifolds. We describe a cellular decomposition of complex projective spaces, which has been studied along with cohomology of such spaces in [12, §3] and [1, §8.1].

**4.1. Cellular filtration of projective spaces.** The equivariant complex projective space $P(V)$ is built up by attaching even dimensional cells of the type $D(W)$ for the realization of complex representations $W$. To see this, let $V_n$ be a complex $G$-representation that decomposes in terms of irreducible factors as $V_n = \sum_{i=0}^{n} \phi_i$, and let $W_n$ denote the $G$-representation $\phi_n^{-1} \otimes \sum_{i=0}^{n-1} \phi_i$. Consider the $G$-equivariant map $D(W_n) \rightarrow P(V_n) = P(\phi_n^{-1} \otimes V_n)$ defined by

$$(z_0, z_1, ..., z_{n-1}) \mapsto [z_0, z_1, ..., z_{n-1}, 1 - \sum_{i=0}^{n-1} |z_i|^2],$$

where $z_i \in \phi_n^{-1} \otimes \phi_i$. Restricting this map to $S(W_n)$, we see that its image lies in $P(V_{n-1})$ (which may be regarded as a subspace of $P(V_n)$ in the obvious way), and it is a homeomorphism from $D(W_n) \setminus S(W_n)$ to $P(V_n) \setminus P(V_{n-1})$. Thus, $P(V_n)$ is obtained from $P(V_{n-1})$ by attaching the cell $D(W_n)$ along this boundary map. Observe that this filtration depends on the choice of the ordering of the $\phi_i$'s.
Returning to our example $\text{CP}^2(a, b; m) = P(\lambda^a \oplus \lambda^b \oplus 1_C)$, we see that there are six possible ways to build it. This choices will play a crucial role in proving the homology decomposition theorems, as we will see below.

**Example 4.2.** Writing $\text{CP}^2(a, b; m) = P(\lambda^a \oplus \lambda^b \oplus 1_C)$ in this order, the cellular filtration above gives us the following cofibre sequence (using the fact that $P(\lambda^a \oplus \lambda^b) \cong S^{\lambda^a+b}$)

$$S^{\lambda^a+b} \to \text{CP}^2(a, b; m) \to S^{\lambda^a+\lambda^b}.$$ 

Using the other orderings, we also obtain the following cofibre sequences

$$S^{\lambda^b} \to \text{CP}^2(a, b; m) \to S^{\lambda^a+\lambda^b}, \quad S^{\lambda^a} \to \text{CP}^2(a, b; m) \to S^{\lambda^a+\lambda^b}.$$ 

The homology decomposition is obtained by smashing these cofibre sequences with $H\mathbb{Z}$ and trying to prove a splitting. For example, in the cofibre sequence

$$\Sigma^{\lambda^a+b} H\mathbb{Z} \to H\mathbb{Z} \wedge \text{CP}^2(a, b; m) \to \Sigma^{\lambda^a+\lambda^b} H\mathbb{Z}, \quad (4.3)$$
the connecting map $\Sigma^{\lambda^a+\lambda^b} H\mathbb{Z} \to \Sigma^{\lambda^a+b+1} H\mathbb{Z}$ is a $H\mathbb{Z}$-module map which is classified up to homotopy by $\pi_0^G(\Sigma^{\lambda^a+b+1} - \lambda^a-\lambda^b H\mathbb{Z})$. This group is now analyzed using Theorem 3.8 at $\alpha = -\lambda^a-b - 1 + \lambda^a + \lambda^b$. Note that

$$|(-\lambda^a-b - 1 + \lambda^a + \lambda^b)^G| = \begin{cases} -1 & \text{if } d \text{ does not divide any of } a, \ b \text{ or } a - b \\ 1 & \text{if } d \text{ divides exactly one of } a, \ b \text{ but not } a - b \\ -3 & \text{if } d \text{ divides } a - b \text{ but not } a \text{ or } b. \end{cases}$$

Observe that $|\alpha| = 1 > 0$, so in order to show $\pi_0^G H\mathbb{Z} = 0$, we need $|\alpha^G| \geq -1$ for all $d \mid m$. Under the condition $\gcd(a, b, m) = 1$, this is true if and only if $a - b$ is relatively prime to $m$, and in this case,

$$H\mathbb{Z} \wedge \text{CP}^2(a, b; m) \cong \Sigma^{\lambda^a+b} H\mathbb{Z} \vee \Sigma^{\lambda^a+\lambda^b} H\mathbb{Z} \cong \Sigma^1 H\mathbb{Z} \vee \Sigma^{\lambda^a+b} H\mathbb{Z}.$$ 

The last equivalence follows from Proposition 3.6. Using the other two cofibre sequences for $\text{CP}^2(a, b; m)$, we see that a homology decomposition is obtained if one of $a, b$, or $a - b$ is relatively prime to $m$.

In the case of connected sums, we carry forward the homology decomposition argument of Example 4.2. We illustrate this in the following example.

**Example 4.4.** Let

$$X = \text{CP}^2(a, b; m) \# \text{CP}^2(a', b'; m)$$
where $\gcd(a' - b', m) = 1$ and $\gcd(a - b, m) = 1$. We assume that the connected sum point $p$ in $\text{CP}^2(a', b'; m)$ has tangential representation $\lambda^{a'} \oplus \lambda^{b'}$ as in 1) of Proposition 2.7. Example 4.2 shows that

$$H\mathbb{Z} \wedge \text{CP}^2(a, b; m) \cong \Sigma^{\lambda^a+\lambda^b} H\mathbb{Z} \vee \Sigma^1 H\mathbb{Z}.$$
To compute \( HZ \wedge X \), we use the cofibre sequence (2.2). We note that

\[
CP^2(a', b'; m) \setminus \{p\} \simeq P(\lambda a' \oplus \lambda b') \simeq S^{a'-b'}.
\]

Therefore, we obtain a cofibre sequence of \( HZ \)-modules

\[
\Sigma^{a'-b'} HZ \to HZ \wedge X \to \Sigma^{a+b} HZ \vee \Sigma^1 HZ.
\]

From Proposition 3.6, we have \( \Sigma^{a'-b'} HZ \simeq \Sigma^1 HZ \), and now Theorem 3.8 implies that the above sequence splits. Consequently, we obtain

\[
HZ \wedge X_+ \simeq HZ \vee \Sigma^{1^2+a+b} HZ \vee \Sigma^1 HZ \vee \Sigma^1 HZ.
\]

We now prove the main theorems of this section. Example 4.2 points out the necessity of the hypothesis in the theorem.

**Theorem 4.5.** If \( \mathbb{T} \) is an admissible weighted tree of type I with \( G \)-action such that for all vertices \( v \in \mathbb{T}_0 \) with \( w(v) = (a_v, b_v; m_v) \), \( \gcd(a_v - b_v, m_v) = 1 \), then, the \( HZ \)-module \( HZ \wedge X(\mathbb{T})_+ \) admits the decomposition

\[
HZ \wedge X(\mathbb{T})_+ \simeq HZ \vee \Sigma^{1^2+1^2+b} HZ \vee \left( \bigvee_{ \mu \in \mathbb{T}_d / G, d \neq m } G/C_\mu \wedge \Sigma^{1^2+1^2+b} HZ \right)
\]

where \( w(v_0) = (a_0, b_0; m) \). If \( \mathbb{T} \) is of type II,\( \mathbb{T} \wedge X(\mathbb{T})_+ \simeq HZ \vee \Sigma^{1^2+1^2+b} HZ \vee \left( \bigvee_{ \mu \in \mathbb{T}_d / G, d \neq m } G/C_\mu \wedge \Sigma^{1^2+1^2+b} HZ \right) \).

**Proof.** We proceed by induction on \( L(\mathbb{T}) \), the maximum level reached by vertices of the tree. The induction starts from a tree with only the root vertex. In the type I case, this is computed in Example 4.2. In case of type II, the manifold \( S^4(a_0, b_0; m) \), for which we have the following decomposition

\[
HZ \wedge S^4(a_0, b_0; m)_+ \simeq HZ \vee \Sigma^{1^2+1^2+b} HZ.
\]

Assume that the statement holds whenever \( L(\mathbb{T}) \leq L \). We prove it for trees with \( L(\mathbb{T}) = L + 1 \). Given a tree \( \mathbb{T} \) we denote by \( \mathbb{T}(L) \) the part of it up to level \( L \), so that the result holds for \( X(\mathbb{T}(L)) \). We attach orbits of the level \( L + 1 \) vertices one at a time. We write down the argument for a type I tree, as the other case is entirely analogous. Let \( O_1, \ldots, O_k \) denote the orbits of the level \( L + 1 \) vertices. It suffices to prove the case when an orbit \( O_i \) is added to \( \mathbb{T}(L) \) together with the attaching edges, \( \mathbb{T}(L) + O_i \). The stabilizer for the vertices in \( O_i \) can be either the whole group \( G \) or a smaller subgroup \( C_d \). We deal these cases separately.

**Case 1:** The stabilizer for the vertices in \( O_i \) is \( G \), that is, \( O_i = \{v_i\} \). Suppose \( w(v_i) = (a_i, b_i; m) \). By Proposition 2.13, this implies that the tangential representation at the connected sum point of \( CP^2_{v_i} \) is \( \lambda^{a_i} \oplus \lambda^{b_i} \). We have the following
cofibre sequence from (2.2)
\[ \text{CP}^2(a_i, b_i; m) \setminus D(\lambda^{a_i} \oplus \lambda^{b_i}) \to X(\overline{\Gamma(L)} + \mathcal{O}_i) \to X(\overline{\Gamma(L)}). \]

The left hand term can be simplified further as
\[ \text{CP}^2(a_i, b_i; m) \setminus D(\lambda^{a_i} \oplus \lambda^{b_i}) \simeq P(\lambda^{a_i} \oplus \lambda^{b_i}) \simeq S^{d^{a_i-b_i}}. \]

We now apply Proposition 3.6 to note that
\[ \Sigma^{d^{a_i-b_i}} \overline{HZ} \simeq \Sigma^{d} \overline{H}. \]
Applying the induction hypothesis on \( X(\overline{\Gamma(L)}) \), we get a cofibre sequence of \( HZZ \)-modules
\[ \Sigma^{d} HZ \to HZ \wedge X(\overline{\Gamma(L)} + \mathcal{O}_i) \to \Sigma^{d^{m}+1} \overline{H} \vee \left( \bigvee_{\mathcal{E}(L)_d / n} \mathcal{G} / \mathcal{C}_d \wedge \Sigma^{d} \overline{H}. \right) \quad (4.6) \]

In the second summand of the right side of (4.6), \( d \) is also allowed to equal \( m \). Next we observe that the cofibre sequence splits by showing that up to homotopy, the connecting map from each summand of the right hand side of equation (4.6) to \( \Sigma^{d+1} \overline{H} \) is zero. For the first summand, this follows from Example 4.2. In the second summand, if \( d = m \), the connecting map is classified up to homotopy by an element of \( \pi^{d-1} \overline{H} \mathcal{G} = 0 \). If \( d \neq m \), this is classified by an element of \( \pi^{d-1} \overline{H} \mathcal{G} / \mathcal{C}_d \), which is also 0. Using Theorem 3.8 in this manner, we obtain the required homology decomposition for \( X(\overline{\Gamma(L)} + \mathcal{O}_i) \).

**Case 2:** The vertices in \( \mathcal{O}_i \) have stabilizer \( C_{m_i} < \mathcal{G} \) and \( \omega(v_i) = (a_i, b_i; m_i) \).

Here, we are considering the connected sum of the form
\[ X(\overline{\Gamma(L)}) \# \mathcal{G} \times_{C_{m_i}} \text{CP}^2(a_i, b_i; m_i). \]

Consider the following homotopy pushout square of \( \mathcal{G} \)-spaces (2.3)
\[
\begin{array}{ccc}
\mathcal{G} \times_{C_{m_i}} S^{d^{a_i-b_i}} & \to & \mathcal{G} \times_{C_{m_i}} C(S^{d^{a_i-b_i}}) \\
\downarrow & & \downarrow \\
X(\overline{\Gamma(L)} + \mathcal{O}_i) & \to & X(\overline{\Gamma(L)}),
\end{array}
\]

where \( C(S^{d^{a_i-b_i}}) \) denotes the cone of \( S^{d^{a_i-b_i}} \). Note that the \( C_{m_i} \)-representation \( \lambda \) is also the restriction of a \( C_{m} \)-representation that we have denoted also using \( \lambda \). Further using the shearing homeomorphism, we may write \( \mathcal{G} \times_{C_{m_i}} S^{d^{a_i-b_i}} \cong \mathcal{G} / C_{m_i+} \times S^{d^{a_i-b_i}} \). In \( \mathcal{G} \)-spectra, this gives rise to the cofibre sequence
\[ \mathcal{G} / C_{m_i+} \wedge S^{d^{a_i-b_i}} \to X(\overline{\Gamma(L)} + \mathcal{O}_i)_+ \vee \mathcal{G} / C_{m_i+} \to X(\overline{\Gamma(L)})_+. \]

We use
\[ \mathcal{G} / C_{m_i+} \wedge S^{d^{a_i-b_i}} \simeq (\mathcal{G} / C_{m_i+} \wedge S^{d^{a_i-b_i}}) \vee \mathcal{G} / C_{m_i+}, \]
to deduce the cofibre sequence
\[ \mathcal{G} / C_{m_i+} \wedge S^{d^{a_i-b_i}} \to X(\overline{\Gamma(L)} + \mathcal{O}_i)_+ \to X(\overline{\Gamma(L)})_+. \]
Now we take the smash product with $H\mathbb{Z}$ to get the following cofibre sequence of $H\mathbb{Z}$-modules

$$G/C_{m_+} \wedge \Sigma^{a-b} H\mathbb{Z} \to H\mathbb{Z} \wedge X(\mathbb{T}(L) + O_1)_+ \to H\mathbb{Z} \wedge X(\mathbb{T}(L))_+,$$  \hfill (4.7)

Note that the summands of the right hand side of the form $\Sigma^j H\mathbb{Z}$ and $G/C_{d_+} \wedge \Sigma^{a-b} H\mathbb{Z}$ support a trivial connecting map using Theorem 3.8, and the facts

\begin{itemize}
  \item[a)] $|(\lambda' - \lambda^s - 1)^K| > -1$ if $|K|$ \mid r but not s.
  \item[b)] $|(\lambda^r - \lambda^s - 1)^K| < -1$ if $|K|$ \mid s but not r.
\end{itemize}

We now note that if the stabilizer $C_{m_+}$ of a vertex $v$ satisfies $m_v < m$, then $m_v$ must divide $a_0$ or $b_0$ under the given hypothesis. In the case of type II trees, this is clear from (7)(b) of Definition 2.9 as the maximum value of $m_v$ is reached among the vertices at level 1. For a type I tree, the analogous role is played by vertices $v$ with $m_v < m$ that are joined to a vertex $w$ of $\mathbb{T}_0$. The same condition now implies that one of $a_w$, $b_w$, $a_w - b_w$ is divisible by $m_v$. The hypothesis rules out the third case. Now we repeatedly apply condition (7)(a) of Definition 2.9 along the path from $w$ to the root vertex $v_0$ with the hypothesis ruling out the fact that $m_v$ divides $a_u - b_u$ for any vertex $u$ along the path. It follows that $m_v$ divides either $a_u$ or $b_u$ for every vertex along this path. Therefore, $m_v$ divides either $a_0$ or $b_0$. Now by Theorem 3.8 using the fact that $m_i$ divides either $a_0$ or $b_0$, the connecting map on the summand $\Sigma^{a_0 + b_0} H\mathbb{Z}$ is 0. This completes the proof. \hfill $\square$

**Remark 4.8.** Observe that Theorem 4.5 has no hypothesis if the tree $\mathbb{T}$ is of type II. Henceforth, we prove further results for trees of type I. The hypothesis in Theorem 4.5 is required crucially in the proof. For example, observe that if $a_0 - b_0 \equiv 0$ \pmod m, then the the cofibre sequence (4.3) gives rise to the connecting map

$$\Sigma^{a_0 + b_0} H\mathbb{Z} \to \Sigma^3 H\mathbb{Z},$$

which is determined by

$$\pi_{a_0 + b_0}^G (H\mathbb{Z}).$$

This group may be non-zero.

In the following theorem, we observe that if one of the rotation numbers at the root vertex is 0, then we obtain a decomposition result with no further hypothesis on the weights.

**Theorem 4.9.** Let $\mathbb{T}$ be an admissible weighted tree with $G$-action of type I such that for the root vertex $v_0$ with $w(v_0) = (a_0, b_0, m)$, one of $a_0$ or $b_0$ is zero. Then, $H\mathbb{Z} \wedge X(\mathbb{T})_+$ admits the following decomposition

$$H\mathbb{Z} \wedge X(\mathbb{T})_+ \simeq H\mathbb{Z} \vee \Sigma^{a_0 + 2} H\mathbb{Z} \vee \left( \bigvee_{[\mu] \in \mathbb{T}/G} G/C_{d_+} \wedge \Sigma^{a_0 - b_0} H\mathbb{Z} \right).$$

Note that in the rightmost summand $d$ may be equal to $m$.
Then as its satisfies the condition given in Theorem 3.8. To show the map applies to the other cases.

For the inductive step, assume the statement is true for the tree up to level \(u_{1D457}\) is trivial consider the group

\[
\mathbb{Z} \rightarrow H \mathbb{Z} \wedge CP^2(a_0, 0; m) \rightarrow \Sigma^{4a_0+2} H \mathbb{Z}.
\]  

(4.10)

Note that \(\Sigma^{4a_0} H \mathbb{Z} \simeq \Sigma^4 H \mathbb{Z}\). The connecting map in (4.10),

\[
\Sigma^{4+2} H \mathbb{Z} \rightarrow \Sigma^{4+1} H \mathbb{Z}
\]

is trivial up to homotopy, hence the cofibre sequence splits and we obtain

\[
H \mathbb{Z} \wedge CP^2(a_0, 0; m)_+ \simeq H \mathbb{Z} \vee \Sigma^{4+2} H \mathbb{Z} \vee \Sigma^4 H \mathbb{Z}.
\]

For the inductive step, assume the statement is true for the tree up to level \(L\), \(T(L)\) and we attach one orbit \(\mathcal{O}_i\) of the level \(L+1\) vertices to \(T(L)\). We prove the case when the stabilizer for the vertices in \(\mathcal{O}_i\) is \(\mathcal{G}\). An analogous reasoning applies to the other cases.

Suppose \(\mathcal{O}_i = \{v_i\}\) and \(w(v_i) = (a_i, b_i; m)\). As in the proof of Theorem 4.5, we get the following cofibre sequence

\[
S^4_{a_i-b_i} \rightarrow X(T(L) + \mathcal{O}_i) \rightarrow X(T(L)).
\]

Applying the induction hypothesis on \(X(T(L))\), we get a cofibre sequence of \(H \mathbb{Z}\)-modules

\[
\Sigma^{4a_i-b_i} H \mathbb{Z} \rightarrow H \mathbb{Z} \wedge X(T(L) + \mathcal{O}_i) \rightarrow \Sigma^{4+2} H \mathbb{Z} \vee \bigvee_{\mu [\mu] \in T(L)/\mathcal{G}} g/\mathcal{C}_{d_{\mu}} \wedge \Sigma^{4a_{\mu-b_{\mu}}+1} H \mathbb{Z}.
\]  

(4.11)

We claim that the connecting map is zero from each summand of the right hand side of the equation to \(\Sigma^{4a_i-b_i+1} H \mathbb{Z}\). For the first summand note that the group

\[
\pi^G_{\lambda+1-\lambda} a_i-b_i (H \mathbb{Z}) = 0
\]

as it satisfies the condition given in Theorem 3.8. To show the map

\[
g/\mathcal{C}_{d_{\mu}} \wedge \Sigma^{4a_{\mu-b_{\mu}}+1} H \mathbb{Z} \rightarrow \Sigma^{4a_i-b_i+1} H \mathbb{Z}
\]

is trivial consider the group

\[
\pi^G_{\alpha}(H \mathbb{Z}), \quad \alpha = \lambda a_{\mu-b_{\mu}} - \lambda a_i-b_i - 1
\]

Then \(|\alpha| = -1\), and for all subgroups \(\mathcal{C}_j\), \(|\alpha^G| \leq 1\). Equality holds if and only if \(j \mid (a_{\mu} - b_{\mu})\) and \(j \nmid (a_i - b_i)\). Then for any subgroup \(\mathcal{C}_k \supset \mathcal{C}_j\), \(k\) does not divide \((a_i - b_i)\). So \(|\alpha^G| \geq -1\). Thus, \(\alpha\) satisfies the condition given in Theorem 3.8. Hence, the cofibre sequence in (4.11) splits and we obtain the required decomposition. This completes the proof. \(\Box\)
5. Homology decompositions for $\mathcal{G} = C_p^\times$

In this section, we derive homology decompositions for tree manifolds in the case $\mathcal{G} = C_p^\times$ without any restriction on weight. We start with an example pointing out the need for a judicious choice of cellular filtration and later, we discuss how a reorientation may help to solve this. As a result, we observe some dimension shifting phenomena among the summands in the homology decomposition.

**Example 5.1.** Let $p \mid a - b$. We know from the cellular filtration of projective spaces (Example 4.2) that $CP^2(a, b; p) = P(\lambda^a \oplus 1_C \oplus \lambda^b)$ gives us the cofibre sequence

$$\Sigma^{\lambda^a}H\mathbb{Z} \to H\mathbb{Z} \wedge CP^2(a, b; m) \to \Sigma^{\lambda^a+b+\lambda^b}H\mathbb{Z} \simeq \Sigma^{\lambda^a+2}H\mathbb{Z}.$$

Since the connecting map is zero, we obtain

$$H\mathbb{Z} \wedge CP^2(a, b; m) \simeq \Sigma^{\lambda^a+2}H\mathbb{Z} \vee \Sigma^{\lambda^a}H\mathbb{Z}. \quad (5.2)$$

One may also write $CP^2(a, b; p) = P(\lambda^a \oplus \lambda^b \oplus 1_C)$ which yields the cofibre sequence

$$\Sigma^{\lambda^a-b}H\mathbb{Z} \simeq \Sigma^2H\mathbb{Z} \to H\mathbb{Z} \wedge CP^2(a, b; m) \to \Sigma^{2\lambda^a}H\mathbb{Z}. \quad (5.3)$$

We claim that the connecting map of (5.3) is non-zero. Suppose on the contrary that the connecting map is trivial. Then we have the splitting

$$H\mathbb{Z} \wedge CP^2(a, b; m) \simeq \Sigma^{2\lambda^a}H\mathbb{Z} \vee \Sigma^{2\lambda}H\mathbb{Z}. \quad (5.4)$$

The Mackey functor

$$\pi^C_\mathbb{Z}(H\mathbb{Z} \wedge CP^2(a, b; m))$$

is isomorphic (3.7) to $\mathbb{Z}$ from (5.2), while isomorphic to $\mathbb{Z}^s \oplus (\mathbb{Z}/p)$ if (5.4) were true, a contradiction. Hence, the connecting map of (5.3) should be non-trivial.

Recall from Proposition 2.13 (4) that for a non-root vertex $v \in V(\mathbb{T})$, the connected sum is performed at the point $[0, 0, 1] \in CP^2_{v_0}$. At the root vertex $v_0$ with weight $(a_0, b_0; m)$ we may change the weights to $(-a_0, b_0 - a_0; m)$ or $(a_0 - b_0, -b_0; m)$ to obtain a $\mathcal{G}$-homeomorphic manifold. This fact will be used in the proof of the theorems below.

The following example summarizes how a reorientation is performed and the resulting modifications of weights. We also demonstrate how this allows us to make a judicious choice of cellular filtration of $X(\mathbb{T})$.

**Example 5.5.** Suppose we have an admissible weighted $\mathcal{G}$-equivariant tree $\mathbb{T}$ depicted as in the left of the figure below with root vertex $v_0$, $w(v_0) = (a_0, b_0, m)$, and all other vertices have weight as mentioned therein. We reorient $\mathbb{T}$ to obtain a new tree $\mathbb{T}'$ whose root vertex is $u_0 = v_0$ with $w(u_0) = (a_3 - b_3, -b_3; m)$, and let for $i = 1, 2, 3$, the vertices $u_i \in \mathbb{T}'$ represent the vertices $v_{i-1}$. Proposition 2.13 (4) tells us that the connected sum is performed at $[0, 0, 1] \in CP^2_{v_0}$ for which

$$T_{[0,0,1]}CP^2_{v_3} = \lambda^{a_3} + \lambda^{b_1}.$$
This means there exists a $\mathcal{G}$-fixed point $p$ in $CP^2_{v_2}$ so that

$$T_p CP^2_{v_2} = \lambda^{a_3} + \lambda^{-b_3} \text{ or } \lambda^{-a_3} + \lambda^{b_3}.$$  

Then, if necessary, we apply a suitable $\mathcal{G}$-homeomorphism to map the point $p$ to $[0,0,1]$, which allow us to perform the connected sum at the point $[0,0,1]$ of $CP^2_{u_3}$ with $CP^2_{u_3}$. This explains the weights in the new tree $\mathcal{T}'$. Note that $X(\mathcal{T})$ is $\mathcal{G}$ homeomorphic to $X(\mathcal{T}')$.

$$v_0 : w(v_0) = (a_0, b_0; m) \quad u_0 : w(u_0) = (a_1 - b_3, -b_3; m)$$

$$v_1 : w(v_1) = (a_1, b_1; m) \quad u_1 : w(u_1) = \pm(a_1, -b_1; m)$$

$$v_2 : w(v_2) = (a_2, b_2; m) \quad u_2 : w(u_2) = \pm(a_2, -b_2; m)$$

$$v_3 : w(v_3) = (a_3, b_3; m) \quad u_3 : w(u_3) = \pm(a_3, b_3; m)$$

![Diagram](image-url)

**Figure 5.5.** An example of reorientation: The left tree has root vertex $v_0$ and the right one has root vertex $u_0 = v_3$.

Suppose in the tree $\mathcal{T}$, $m \nmid a_0, b_0, a_1 - b_1, a_2 - b_2$ but $m \mid a_3 - b_3$. For the $\mathcal{G}$-manifold $X(\mathcal{T}) = \#_{i=0}^{2} CP^2_{u_i}$ if we proceed as in the proof of Theorem 4.5, we obtain the cofibre sequence

$$\Sigma^{a_3 + b_3} \mathbb{Z} \xrightarrow{\approx} H\mathbb{Z} \wedge X(\mathcal{T}) \xrightarrow{\approx} H\mathbb{Z} \wedge \#_{i=0}^{2} CP^2_{u_i}$$

Observe that the connecting map may be non-zero here. On the other hand, for $\mathcal{T}'$, we obtain

$$\Sigma^{a_3 + b_3} \mathbb{Z} \xrightarrow{\approx} H\mathbb{Z} \wedge X(\mathcal{T}') \xrightarrow{\approx} H\mathbb{Z} \wedge \#_{i=0}^{2} CP^2_{u_i}$$

The right vertical equivalence comes from Theorem 4.9 and the equivalence $\Sigma^{a_i + b_i} \mathbb{Z} \approx \Sigma^i H\mathbb{Z}$ for $i = 1, 2, 3$. To see this, note from 7(a) of 2.9 that

$$\pm(a_1, b_1) \in \{(a_0, -b_0), (a_0 - b_0, b_0), (a_0, b_0 - a_0)\}.$$

Our condition $m \nmid a_0, b_0, a_0 - b_0$ implies $m \nmid a_1, b_1, a_1 + b_1$. Iterating this process the desired equivalence follows. Observe that, the connecting map in cofibre sequence (5.6) is trivial.
We now proceed towards the decomposition result in the case $\mathcal{G} = C_p$. For the tree $T$, if $p \nmid a_v - b_v$ for all vertices $v \in T_0$, the result is obtained from Theorem 4.5 as
\[ H_{\mathbb{Z}} \wedge X(T)_+ \simeq H_{\mathbb{Z}} \vee \Sigma^{a_0+b_0} H_{\mathbb{Z}} \vee \left( \bigvee_{T_0/g} \Sigma^1 H_{\mathbb{Z}} \right) \vee \left( \bigvee_{T_0/g} \mathcal{G}/e_+ \wedge \Sigma^2 H_{\mathbb{Z}} \right) \]
where $T_0 = \{ v \in T \mid Stab(v) = e \}$. In the complementary situation $p \mid a_v - b_v$ for some $v \in T_0$. If further $p \mid a_0 \text{ or } b_0$, we are in the situation dealt in Theorem 4.9, so that we have
\[ H_{\mathbb{Z}} \wedge X(T)_+ \simeq H_{\mathbb{Z}} \vee \Sigma^{a+2} H_{\mathbb{Z}} \vee \left( \bigvee_{\phi(T)} \Sigma^1 H_{\mathbb{Z}} \right) \vee \left( \bigvee_{T_0/g} \mathcal{G}/e_+ \wedge \Sigma^2 H_{\mathbb{Z}} \right) \]
where $\phi(T) = \#\{ v \in T_0 \mid p \nmid a_v - b_v \}$, and $\psi(T) = \#\{ v \in T_0 \mid p \text{ divides } a_v - b_v \}$. For the remaining case, we prove

**Theorem 5.7.** Let $\mathcal{G} = C_p$ and $T$ be an admissible weighted $\mathcal{G}$-equivariant tree of type I such that $p \nmid a_0, b_0$ but $p \mid a_v - b_v$ for some $v \in T_0$. Then,
\[ H_{\mathbb{Z}} \wedge \mathcal{G} \wedge (T)_+ \simeq H_{\mathbb{Z}} \vee \Sigma^{a+2} H_{\mathbb{Z}} \vee \left( \bigvee_{\psi(T)} \Sigma^1 H_{\mathbb{Z}} \right) \vee \left( \bigvee_{T_0/g} \mathcal{G}/e_+ \wedge \Sigma^2 H_{\mathbb{Z}} \right) \]

**Proof.** By given hypothesis, there exist a vertex $v_{\ell} \in T_0$ with $w(v_{\ell}) = (a_{\ell}, b_{\ell}; p)$ such that $a_{\ell} - b_{\ell} \equiv 0 \pmod{p}$. We further assume that $v_{\ell}$ is closest to the root vertex $v_0$ in terms of number of edges from $v_0$ to $v_{\ell}$. We prove the statement for $T_0 \subseteq T$. The result follows from this because when we attach a free orbit to any level, the resulting connecting map becomes a map of underlying non-equivariant spectra, which is trivial.

Let $\Gamma$ denote the path from $v_0$ to $v_{\ell}$ passing through vertices $v_0, v_1, \ldots, v_{\ell}$, and let for $v_i \in \Gamma, w(v_i) = (a_i, b_i; p)$. We reorient $\Gamma$, as in Example 5.5, so that now $v_{\ell}$ becomes the root vertex $v_0$; $v_i \in \Gamma$ becomes the vertex $u_{\ell-i}$. Observe that the weight at $u_i = v_{\ell-i}$ becomes $\pm(a_{\ell-i+1}, b_{\ell-i+1}; p)$ and the weight at $u_0$ is $(a_{\ell} - b_{\ell}, -b_{\ell}; p)$. Since $a_{\ell} - b_{\ell} \equiv 0 \pmod{p}$, the choice of cellular filtration of $CP^2(a_{\ell}, b_{\ell}; p)$, as in Example 5.1, leads to
\[ H_{\mathbb{Z}} \wedge CP^2(a_{\ell}, b_{\ell}; p) \simeq \Sigma^{a+2} H_{\mathbb{Z}} \vee \Sigma^1 H_{\mathbb{Z}}. \]

Theorem 4.9 implies
\[ H_{\mathbb{Z}} \wedge X(\Gamma) \simeq \Sigma^{a+2} H_{\mathbb{Z}} \vee \Sigma^1 H_{\mathbb{Z}} \vee \left( \bigvee_{i=1}^{\ell} \Sigma^1 H_{\mathbb{Z}} \right) \simeq \Sigma^{a+2} H_{\mathbb{Z}} \vee \Sigma^1 H_{\mathbb{Z}} \vee \left( \bigvee_{T_0/g} \mathcal{G}/e_+ \wedge \Sigma^2 H_{\mathbb{Z}} \right) \]
To deduce the second equivalence we show that for $i = 1$ to $\ell$, $p \nmid a_i + b_i$. The condition $p \nmid a_0, b_0, a_0 - b_0$ in turn implies $p \nmid a_1, b_1, a_1 + b_1$ as by 7(a) of
Definition 2.9 $\pm (a_1, b_1) \in \{(a_0, -b_0), (a_0 - b_0, b_0), (a_0, b_0 - a_0)\}$. The fact that for $1 \leq i \leq \ell$, $p \nmid a_{i-1} - b_{i-1}$, let us continue this process up to $\ell - 1$.

Next we attach vertices of $T \setminus \Gamma$ to $\Gamma$ proceeding by induction as in Theorem 4.9, and observe that in each step the connecting map for the cofibre sequence is null. This completes the proof. \hfill \square

The rest of the section is devoted to proving homology decompositions in the case $\mathcal{G} = C_p$. We start with the following observation

Lemma 5.8. Let $\mathcal{G} = C_p$, and $T$ be an admissible weighted $\mathcal{G}$-equivariant tree of type I. Let $\tau$ be the maximum power of $p$ that divides $a_0 - b_0$, among the vertices of $T_0$, and $p^\tau$ does not divide $a_0$ and $b_0$. Then for $v \in T \setminus T_0$, $Stab(v) \leq C_{p^\tau}$.

Proof. Choose a vertex $u \in T \setminus T_0$ such that $Stab(u)$ is maximum among vertices of $T \setminus T_0$, and $v$ is closest to the root vertex. This implies if $u$ is in level $L$, then the vertex $v$ in level $L - 1$ connected to $u$ belongs to $T_0$. So let $w(u) = (a_u, b_u, p^n)$. We claim that $C_{m_u} = Stab(u) \leq C_{p^\tau}$. On the contrary suppose $C_{m_u} > C_{p^\tau}$. From 7(b) of Definition 2.9, we get $m_u$ divides one of $a_u, b_u, a_u - b_u$. Since $m_u$ can not divide $a_u - b_u, m_u$ divides $a_0$ or $b_0$. Further, if $v$ is connected to a level $L - 2$ vertex $v'$ with $w(v') = (a_{v'}, b_{v'}, p^n)$, then

$$\pm (a_{v'}, b_{v'}) \in \{(a_{v'}, -b_{v'}), (a_{v'}, b_{v'} - a_{v'}), (a_{v'} - b_{v'}, b_{v'})\}.$$  

This means $m_u$ divides $a_{v'}$ or $b_{v'}$. Continuing this process we end up with $p^\tau$ dividing $a_0$ or $b_0$, hence, a contradiction. \hfill \square

Proceeding as in the $C_p$-case, we have that if $p \nmid a_v - b_v$ for all $v \in T_0$, by Theorem 4.5

$$H_{\mathbb{Z}} \wedge X(T)_+ \cong H_{\mathbb{Z}} \vee \Sigma^{d_0 + d_0} h_{\mathbb{Z}} \vee \left( \bigvee_{\tau_0} \Sigma^{d_0} h_{\mathbb{Z}} \right) \vee \left( \bigvee_{d \neq p^n} \mathcal{G}/C_{d+} \wedge \Sigma^d h_{\mathbb{Z}} \right)$$

In the complementary case $p$ divides $a_v - b_v$ for some $v \in T$. Let $\tau > 0$ be the maximum power of $p$ that divides $a_v - b_v$, among the vertices of $T_0$. If further $p^\tau \mid a_0$ or $b_0$, then proceeding exactly as in Theorem 4.9 we obtain

$$H_{\mathbb{Z}} \wedge X(T)_+ \cong H_{\mathbb{Z}} \vee \Sigma^{d_0 + d_0} h_{\mathbb{Z}} \vee \left( \bigvee_{i=0}^n (\Sigma^{d_0} h_{\mathbb{Z}})^{\tau Z(i)} \right) \vee \left( \bigvee_{[d] \in \mathcal{T}_d / \mathcal{G}, d \neq p^n} \mathcal{G}/C_{d+} \wedge \Sigma^{d_0 - d_0} h_{\mathbb{Z}} \right)$$

where for fixed $0 \leq i \leq n, Z_\tau(i) := \# \{v \in T_0, w(v) = (a_v, b_v, p^n) \mid \gcd(a_v - b_v, p^n) = p^i\}$.

We also define

$$W_\tau(i) = \begin{cases} 
Z_\tau(i) + 1 & \text{if } i = 0 \\
Z_\tau(i) - 1 & \text{if } i = \tau \\
Z_\tau(i) & \text{otherwise.}
\end{cases}$$
Observe that the conditions on weights in Definition 2.9 does not change if we replace the weight \((a_0, b_0; p^n)\) at the root vertex by one of \((a_0 - b_0, -b_0, p^n)\) or \((b_0 - a_0, -a_0; p^n)\). This allows us to further assume \(p \nmid a_0, b_0\) in the theorem below.

**Theorem 5.10.** Let \(\mathcal{G} = C_p^\bullet\) and \(T\) be an admissible weighted \(\mathcal{G}\)-equivariant tree of type I. Suppose \(\tau > 0\) is the maximum power of \(p\) that divides \(a_0 - b_0\) among the vertices of \(T\) and \(p \nmid a_0, b_0\). Then

\[
H\mathbb{Z} \wedge X(T)_+ \approx H\mathbb{Z} \vee \Sigma^{1+\lambda^p} H\mathbb{Z} \vee \left( \bigvee_{i=0}^n (\Sigma^{i \lambda^p}) \wedge W_{\tau}(i) \right) \wedge \mathcal{G}/C_d^+ \wedge \Sigma^{1+a_0-b_0} H\mathbb{Z}.
\]

**Proof.** Let \(v_0 \in T_0\) with \(w(v_0) = (a_0, b_0; p^n)\) be a vertex for which \(p^\tau \mid a_0 - b_0\), and \(v_0\) is closest to the root in terms of number of edges. Let \(\Gamma\) denote the path from \(v_0\) to \(v_\ell\) passing through the vertices \(v_0, v_1, \ldots, v_\ell\) with \(w(v_i) = (a_i, b_i; p^n)\). We first compute \(H\mathbb{Z} \wedge X(\Gamma)\), then \(H\mathbb{Z} \wedge X(T_0)\) and finally \(H\mathbb{Z} \wedge X(T)\).

We reorient \(\Gamma\) so that now \(v_\ell\) becomes the root vertex \(u_0\), and \(v_{\ell-1}\) becomes the vertex \(u_1\). Note that the weight at \(u_1 = v_{\ell-1}\) becomes \((a_\ell - b_\ell, -b_\ell; p^n)\) and the weight at \(u_0\) is \((a_\ell - b_\ell, -b_\ell; p^n)\). Since \(\text{gcd}(a_\ell - b_\ell, p^n) = p^\tau\),

\[
\Sigma^{1+a_\ell-b_\ell} H\mathbb{Z} \approx \Sigma^{1+\lambda^p} H\mathbb{Z}. \tag{5.11}
\]

We use the following cofibre sequence for \(C\mathbb{P}^2(a_\ell, b_\ell; p^n)\)

\[
S^{1+a_\ell} \to C\mathbb{P}^2(a_\ell, b_\ell; p^n) \to S^{1+a_\ell-b_\ell+1}.\]

This together with the identification (5.11) leads to the following decomposition

\[
H\mathbb{Z} \wedge C\mathbb{P}^2(a_\ell, b_\ell; p^n)_+ \approx H\mathbb{Z} \vee \Sigma^{1+\lambda^p} H\mathbb{Z} \vee \Sigma^{1} H\mathbb{Z}.
\]

Proceeding as in the proof of Theorem 5.7 we see that for \(i = 0\) to \(\ell - 1\), \(p^\tau \nmid a_{i+1} + b_{i+1}\). Now (5.9) implies

\[
H\mathbb{Z} \wedge X(\Gamma) \approx \Sigma^{1+\lambda^p} H\mathbb{Z} \vee \Sigma^{1} H\mathbb{Z} \vee \left( \bigvee_{i=0}^{\ell} (\Sigma^{i \lambda^p} H\mathbb{Z}) \wedge W_{\tau}(i) \right) \wedge \mathcal{G}/C_d^+ \wedge \Sigma^{1+a_0-b_0} H\mathbb{Z}.
\]

The last equivalence is obtained from Proposition 3.6 and the following claim.

**Claim:** Given \(\tau\) and \(\Gamma\) as above, we have for \(s < \tau\)

\[
\#\{1 \leq i \leq \ell \mid \nu_p(a_i + b_i) = s\} = \#\{0 \leq j \leq \ell - 1 \mid \nu_p(a_j - b_j) = s\},
\]

where \(\nu_p(r) = \max\{k \mid p^k \text{ divides } r\}\) is the \(p\)-adic valuation.

**Proof of the claim.** Suppose \(p^s\) divides \(a_i + b_i\) for some \(1 \leq i \leq \ell\) and \(v_{i-1}\) is not the root vertex. Applying (a) of Definition 2.9, we see \(p^{s}\) divides \(a_{i-1}\) or \(b_{i-1}\) (this implies \(p \nmid a_{i-1} - b_{i-1}\)). Going one step further we see \(p^{s}\) divides one
of $a_{i-2} - b_{i-2}, a_{i-2}$ or $b_{i-2}$, and the other two are relatively prime to $p$. Since $p \nmid a_0$, continuing this process we end up with $p^s$ dividing $a_j - b_j$ for some $0 \leq j < i - 1$ and $p \nmid a_q - b_q$ or $a_q + b_q$ for $j < q \leq i - 1$. If $p^s \mid a_1 + b_1$, we must have $p^s \mid a_0 - b_0$ by (5) of 2.9 and the fact that $p \nmid a_0, b_0$. Therefore, the left-hand side is less than or equal to the right-hand side.

In the reverse direction, suppose $p^s \mid a_j - b_j$ for some $0 \leq j \leq \ell - 1$ and $v_j$ is not the root vertex. Then by 7(a) of Definition 2.9, we see $p^s$ divides one of $a_{j+1}, b_{j+1}$, and hence, $p$ divides neither of $a_j + b_{j+1}$ or $a_{j+1} - b_{j+1}$. Continuing further we see that $p^s$ divides one of $a_{j+2} + b_{j+2}, a_{j+2}$ or $b_{j+2}$. Since $p \mid a_{j+2} - b_{j+2}$, $p \nmid a_{j+2}, b_{j+2}$. Thus iterating this process, we see $p^s$ divides $a_i + b_i$ for some $j + 1 < i < \ell$ and $p \nmid a_i + b_i$ or $a_i - b_i$ for $j + 1 \leq q < i$. If $p^s \mid a_0 - b_0$, then by (5) of Definition 2.9, $p^s$ divides one $a_1 + b_1, a_1$ or $b_1$. If $p^s \nmid a_1 + b_1$, then continuing one step further we see $p^s$ divides one of $a_2 + b_2, a_2$ or $b_2$. Iterating this way we obtain the required. This completes the proof of the claim.

Next we attach vertices of $\mathbb{T}_0 \setminus \Gamma$ to $\Gamma$ proceeding by induction as in the proof of Theorem 4.9, except the fact that now levels are defined according to the distance from $\Gamma$ instead of the root vertex. For the inductive step suppose the statement holds for the tree up to level $L$, $\mathbb{T}_0(L)$ and we adjoin an orbit $O_x$ containing a level $L + 1$-vertex $v_x$ to $\mathbb{T}_0(L)$. Suppose $w(v_x) = (a_x, b_x; p^n)$. By Proposition 3.6, we may write $\Sigma^{a_x-b_x} HZ \simeq \Sigma^{a_x} HZ$ for some $0 \leq t < \tau$. Then we obtain the following cofibre sequence of $HZ$-modules after applying the induction hypothesis

$$
\Sigma^{t_0} HZ \to HZ \wedge X(\mathbb{T}_0(L) + O_x) \to \Sigma^{t_0} HZ \wedge X(\mathbb{T}_0(L) + O_x) \to HZ \wedge X(\mathbb{T}(L'))_+ \quad (5.12)
$$

The fact that $p^r$ is the highest power ensures the connecting maps are zero by Theorem 3.8. Hence, the above cofibre sequence splits and the required homology decomposition is obtained.

Finally, to complete the proof, we adjoin vertices of $\mathbb{T} \setminus \mathbb{T}_0$ to $\mathbb{T}_0$, i.e., vertices on which $\mathbb{G}$ acts non-trivially. Again we proceed by induction on levels where levels are defined according to the distance from $\mathbb{T}_0$. Assume the statement holds for the tree up to level $L'$, $\mathbb{T}(L')$ and we attach an orbit $O_y$ of the level $L' + 1$-vertices to $\mathbb{T}(L')$. Suppose for $v_y \in O_y$, $w(v_y) = (a_y, b_y; C_{m_y})$, and $\Sigma^{a_y-b_y} HZ \simeq \Sigma^{a_y} HZ$ for some $0 \leq t' \leq n$. Proceeding along the lines of Theorem 4.5, we obtain the following cofibre sequence of $HZ$-modules

$$
\mathbb{G}/C_{m_y} \wedge \Sigma^{t_0} HZ \to HZ \wedge X(\mathbb{T}(L') + O_y) \to HZ \wedge X(\mathbb{T}(L'))_+ \quad (5.12)
$$
where by the induction hypothesis

$$H\mathbb{Z} \wedge X(\mathbb{T}(L')) \simeq H\mathbb{Z} \vee \Sigma^{\lambda + \lambda' r} H\mathbb{Z} \vee \left( \bigvee_{i=0}^{n} (\Sigma^{\lambda' r} H\mathbb{Z})^{\vee W^{(L')}(i)} \right)$$

$$\vee \left( \bigvee_{[\mu] \in \mathbb{T}(L')/\lambda} \mathcal{g}/C_{d+} \wedge \Sigma^{\lambda' - \lambda} H\mathbb{Z} \right).$$

The connecting map

$$\Sigma^{\lambda + \lambda' r} H\mathbb{Z} \rightarrow \mathcal{g}/C_{m^+} \wedge \Sigma^{\lambda' + 1} H\mathbb{Z}$$

is classified up to homotopy by $\pi^C_{m^+} (\Sigma^{\lambda' r} + 1 - \lambda - \lambda' r) H\mathbb{Z}$. Since Lemma 5.8 asserts that $C_{m^+} \leq C_{r^+}$, the above group reduces to $\pi^C_{m^+} (\Sigma^{\lambda' r} - \lambda - 1) H\mathbb{Z}$, which is trivial by Theorem 3.8. Analogously all other connecting maps can be seen to be zero. Hence, the cofibre sequence (5.12) splits and we obtain the required decomposition.

\[\square\]
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