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Abstract. We study subspaceswhich are invariant under squares and cubes
(separately as well as jointly) of unicellular backward weighted shift opera-
tors on a separable Hilbert space. The �nite-dimensional subspaces are char-
acterized for all weights and the in�nite-dimensional subspaces are charac-
terized for two classes of weights.
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1. Introduction
The theory of operators on aHilbert space has to a signi�cant extent revolved

around the problem of characterizing the invariant subspaces of speci�c exam-
ples of operators. The primary motives are two-fold for such an approach. In
the �rst instance several interestingmathematical results follow from the study
of the structure of invariant subspaces of speci�c operators. A classical illustra-
tion of this assertion is the fundamental work of Beurling [1] in describing the
invariant subspaces of the unilateral shift on the Hardy space H2. Another in-
stance of importance is the description of the invariant subspaces of a weighted
shift operator on theHilbert space of square summable sequences byDonoghue
[2] where the weight sequence was { 1

2n
}∞n=0. Donoghue’s work gave rise to a se-

ries of deep and interesting generalizations byNikolskii and others aboutwhich
we shall elaborate a little in the coming paragraphs. The second motivation for
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the study of invariant subspaces is the fact that insights tend to emerge about
an operator when it is restricted to an invariant subspace and the operator then
assumes a simple form as can be seen in the case of the Wold decomposition of
an isometry [7, page 109] and in recent articles [11, 12] by the authors of this
paper.

Throughout this article,ℕ denotes the set of non-negative integers andℋ de-
notes a separable Hilbert space with orthonormal basis {en}n∈ℕ. For a bounded
sequence {wn}n∈ℕ of positive real numbers, the forward weighted shift with the
weight sequence {wn}n∈ℕ is the operator T ∈ B(ℋ) de�ned by T(en) = wnen+1
for all n ∈ ℕ and its adjont, known as the backward weighted shift, is given by
T∗(e0) = 0 and T∗(en) = wn−1en−1 for all n ≥ 1.

In this article, we are interested inunicellularweighted shift operators. These
are weighted shifts for which the lattice of invariant subspaces is a totally or-
dered set with respect to the set inclusion. In [2], Donoghue gave the �rst ex-
ample of a unicellular weighted shift with ℋ = l2 and wn = 1

2n
where he

showed that the only invariant subspaces for this weighted shift are of the form⋁
n≥k{en} for k ∈ ℕ. Identifying the key properties of these weights, Nikolskii

extended this result, using completely di�erent techniques, to the entire class
of square summable monotonically decreasing sequence of positive real num-
bers [13]. In fact, he proved much more, he showed that the lattice of invariant
subspaces of T stays the same even when you consider it as an operator on lp
for 1 ≤ p ≤ ∞ and {wn}n∈ℕ to be a monotonically decreasing sequence in lq
consisting of positive numbers where 1∕p + 1∕q = 1. He continued this line
of research in [14, 15]; however, with a new approach based on the notion of
Riesz basis in lp spaces. In these later papers, he gave a few more necessary
and su�cient conditions onweights forT to be unicellular. In [20], Yakubovich
used Banach algebra techniques to prove the unicellularity of T by obtaining
the same lattice of invariant subspaces under much weaker conditions on the
weights. We refer the interested readers to [5, 6, 8, 9, 10, 16, 17, 18, 19, 22] and
the references therein.

In this paper, we mainly focus on three problems: (i) characterization of in-
variant subspaces of T∗2, (ii) characterization of invariant subspaces of T∗3, and
(iii) characterization of joint-invariant subspaces of T∗2 and T∗3. Characteriz-
ing invariant subspaces for an operator is equivalent to characterizing invariant
subspaces for its adjoint; so our work is also a step in the above-mentioned di-
rection of research.

Our investigation dealswith�nite-dimensional and in�nite-dimensional sub-
spaces separately. For the �nite-dimensional case, we work with the assump-
tion that T is a unicellular operator. In this case, we show that, with sim-
ple manipulations, all weights can assumed to be 1. This allows us to obtain
characterizations of �nite-dimensional subspaces in above-mentioned all three
problems under the assumption that T is unicellular without imposing any ex-
tra conditions on the weights. On the contrary, the nature of weights play a
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crucial role in study of in�nite-dimensional subspaces. We give characteriza-
tions of in�nite-dimensional subspaces in all above-mentioned problems for
two classes of weights. Here we do not assume T to be unicellular; however,
for both these classes T is already known to be unicellular. The invariant sub-
spaces of T for these classes of weights have been characterized by Nikolskii
in [13] and Yadav & Chaterjee in [19] from where the unicellularity of T for
these classes of weights follows as a by-product. But we want to note that the
case of �nite-dimensional subspaces is far more daunting as compared to the
in�nite-dimensional subspaces case.

The organization of the paper is as follows. In Section 2, we give characteri-
zations of �nite-dimensional subspaces that are invariant under T∗2 (Theorem
2.5), T∗3 (Thereom 2.7), and joint-invarinat under T∗2 and T∗3 (Theorem 2.11).
In Section 3, we consider T for two classes of weights. The invariant subspaces
for these classes of weights have been characterized by Nikolskii in [13] and Ya-
dav & Chaterjee in [19]. In Theorem 3.6, we show that a condition on weights
considered in ([19], Theorem 1) is redundant for characterization of invariant
subspaces of T. In this same paper, authors claim that their result general-
izes the main theorem of [13], but our Examples 3.7 & 3.8 show that the set
of conditions on weights in [13] and [19] are independent of each other. We
then give characterizations of in�nite-dimensional subspaces that are invari-
ant under T∗2 (Theorem 3.9), invariant under T∗3 (Theorem 3.11), and joint-
invariant under T∗2 and T∗3 (Theorem 3.12) corresponding to these two classes
of weights. In the last section, we give some remarks and open problems related
to T. We end this section with an interesting result on quasinilpotent unicel-
lular operators. We give a su�cient condition (Corollary 4.4) on analytic func-
tions f so that f(A) stays unicellular for a quasinilpotent unicellular operator
A. This result not only generalizes the results of [9] and [10] for a much bigger
class of unicellular operators but also gives a simpler proof of their results.

2. Finite-dimensional subspaces
Through out this section we will assume T to be a unicellular operator. In

this section we will characterize �nite-dimensional subspaces ofℋ that are in-
variant underT∗l for 2 ≤ l ≤ 3, andwewill also give a characterization of �nite-
dimensional subspaces that are jointly invariant under T∗2 and T∗3. We start by
recording a very useful and crucial observation that if a �nite-dimensional sub-
space is invariant underT∗l for some l, then itmust be contained inMk = ∨ki=0ei
for some k ∈ ℕ. To justify this, we �rst note that in [3] the author proved
that a unicellular forward weighted shift on a separable Hilbert space is always
quasinilpotent, that is, its spectrum equals {0}. In particular, �(T∗) = {0}which
yields that �(T∗l) = {0} for every l. Thus the resolvent set �(T∗l) = ℂ ⧵ {0}
does not has any bounded component; therefore, the full spectrum of T∗l also
equals {0}. Recall that for any bounded linear operator A on a Hilbert space,
the full spectrum of A, denoted by �(�(A)), is de�ned as the union of �(A) and
the bounded components of �(A).Now letℳ be a closed subspace ofℋ that is
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invariant under T∗l for some l. Then, using Theorem 0.8 from [16], �(T∗l|ℳ) ⊆
�(�(T∗l)) = {0} which gives that �(T∗l|ℳ) = {0}. Now, if we further assumeℳ
to be �nite-dimensional, then �(T∗l|ℳ) = {0} which makes T∗l|ℳ a nilpotent
operator. As a result, there exists some n such that T∗ln(x) = 0 for every x ∈ ℳ
which establishes thatℳ ⊆ Mnl−1.

Next we show that in case of �nite-dimensional subspaces it is enough to
focus on weighted shifts where all weights equal to 1. For a �xed k ≥ 1, de�ne

X ∶ Mk →Mk by Xen = �nen (2.1)

with �0 = 1, �n = w0w1⋯wn−1 for 1 ≤ n ≤ k, and

T∗1 ∶ Mk →Mk by T∗1e0 = 0, T∗1en = en−1 for 1 ≤ n ≤ k. (2.2)

Then (X−1T∗1X)en = (X−1T∗1 )�nen = �nX−1en−1 = wn−1en−1 = T∗en. There-
fore, X−1T∗1X = T∗ which implies that X−1T∗r1 X = T∗r for any r ≥ 1. So if
ℳ ⊆ Mk is a closed subspace, then T∗r1 (ℳ) ⊆ ℳ if and only if T∗r(X−1ℳ) ⊆
X−1ℳ. This precisely means that for characterization of invariant subspaces
of T∗r for any r ≥ 1, it is enough to characterize invariant subspaces of T∗r1 .
Hence, throughout this section we will work with the backward shifts with all
the weights equal to 1 and for convenience of notation we will denote T∗1 by T

∗.
The following are two well-established results pertaining to nilpotent
operators.

Lemma 2.1. Let V be a vector space and S ∶ V → V be a linear operator. If for
some x ∈ V and some positive integerm

Sm−1x ≠ 0 but Smx = 0,

then the set {x, Sx, … , Sm−1x} is linearly independent.

Theorem 2.2. (Cyclic Nilpotent Theorem). Every linear nilpotent operator on
a �nite-dimensional vector space splits into a direct sum of cyclic linear nilpotent
operators.

The above theorem asserts that if V is a �nite-dimensional vector space and
S ∶ V → V is a linear nilpotent operator, then there exist x1, … , xk ∈ V and
m1, … ,mk ∈ ℕ such that

V =
k⨁

i=1
⟨xi⟩S, where ⟨xi⟩S = span {xi, Sxi, … , Smixi}

for somemi and dim V =
∑k

i=1(mi + 1).
Using Lemma 2.1 and Theorem 2.2, we obtain the following result.

Corollary 2.3. Letℳ be a �nite-dimensional subspace ofℋ such that T∗nℳ ⊆
ℳ for some n ∈ ℕ. Thenℳ splits into direct sum of at most n number of T∗n-
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invariant cyclic subspaces, that is, there exist x1, … , xk ∈ ℳ, 1 ≤ k ≤ n such that

ℳ =
k⨁

i=1
⟨xi⟩T∗n .

Proof. Since T∗n is a nilpotent operator on ℳ, therefore ℳ ⊆ Mk for some
k ∈ ℕ. Then, according to Theorem 2.2, there exist vectors x1, … , xk ∈ ℳ such
that

ℳ =
k⨁

i=1
⟨xi⟩T∗n ,

where ⟨xi⟩T∗n = span {xi, T∗nxi, … , T∗nmixi} and dimℳ =
∑k

i=1(mi + 1).
Since T∗n(mi+1)xi = 0 for all i, therefore {T∗nmixi}i ⊆ Mn−1. Also dimMn−1 =

n and the set {T∗nmixi}i is linearly independent, this implies that 1 ≤ k ≤ n.
This completes the proof. �

We �rst consider the case of �nite-dimensional subspaces that are invariant
under T∗2. From the above discussion we know that ifℳ is �nite-dimensional
subspace such that T∗2ℳ ⊆ ℳ, thenℳ ⊆ Mk for some k ∈ ℕ. Suppose dim
ℳ = n, then we can easily verify that:
(i) ℳ is non-cyclic if and only ifℳ ⊆ Mk for some n − 1 ≤ k ≤ 2n − 3.
(ii) ℳ is cyclic if and only ifℳ ⊆ Mk for some 2n − 2 ≤ k ≤ 2n − 1.

Lemma 2.4. Letℳ ⊆ ℋ be a �nite-dimensional non-cyclic T∗2- invariant sub-
space. Then e0, e1 ∈ ℳ.

Proof. Sinceℳ is a �nite-dimensional non-cyclic subspace ofℋ invariant un-
der T∗2, then using Corollary 2.3, there exists x1, x2 ∈ ℳ such that

ℳ = ⟨x1⟩T∗2 ⊕ ⟨x2⟩T∗2 ,

where ⟨xi⟩T∗2 = span {xi, T∗2xi, … , T∗2mixi} for i = 1, 2, and dim ℳ = m1 +
m2 + 2.

Since T∗2(m1+1)x1 = 0 and T∗2(m2+1)x2 = 0, therefore {T∗2m1x1, T∗2m2x2} is a
subsetM1. Now, let us consider the following

T∗2m1x1 = ae0 + be1 and T∗2m2x2 = ce0 + de1, where a, b, c, d ∈ ℂ.

Using the above equations we can deduce that dT∗2m1x1−bT∗2m2x2 = (ad−
bc)e0. We know the set {T∗2m1x1, T∗2m2x2} ⊆ ℳ, therefore e0 ∈ ℳ. Similarly
we can prove that e1 ∈ ℳ, and we are done. �

Theorem 2.5. Let ℳ be a non-cyclic n-dimensional subspace of ℋ invariant
under T∗2, then

ℳ = span{e0, … , en−p−2, T∗2px,… , x} ,

where x ∈ ℳ such that ⟨x, en+p⟩ ≠ 0 for some −1 ≤ p ≤ n − 3.
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Proof. Sinceℳ is a non-cyclic n-dimensional subspace ofℋ invariant under
T∗2, thenℳ ⊆ Mk (n − 1 ≤ k ≤ 2n − 3).

Let k = 2j + t for some j ∈ ℕ and t = 0, 1. Thereforeℳ ⊆ M2j+t and there
exist a x ∈ ℳ such that ⟨x, e2j+t⟩ ≠ 0. Consider

x =
2j+t∑

i=0
�iei, �2j+t ≠ 0. (2.3)

According to Lemma 2.1 the set ⟨x⟩T∗2 = span {x, T∗2x,… , T∗2jx} is linearly
independent and hence, dim ⟨x⟩T∗2 = j + 1.

Sinceℳ is non-cyclic, then according to Corollary 2.3 there exist a subspace
W ⊆ ℳ invariant under T∗2 such that ℳ = ⟨x⟩T∗2 ⊕ W. Now, dim W =
dim ℳ − dim ⟨x⟩T∗2 = n − j − 1. This yields that W ⊆ M2n−2j−3, otherwise
if there exist an v ∈ W such that ⟨v, ei⟩ ≠ 0 for some i ≥ 2n − 2j − 2, then
the set {y, T∗2y, … , T∗2(n−j−1)y} ⊆ W implying that dimW ≥ n − j. Suppose
W = ⟨y⟩T∗2 for some y ∈ M2n−2j−3, where

y =
2n−2j−3∑

i=0
�iei (2.4)

with at least one the coe�cients �2n−2j−4, �2n−2j−3 ≠ 0.
For 0 ≤ m ≤ n− j −2, the set {T∗2(j−m)x, T∗2(n−j−2−m)y} ⊆ M2m+1. Now, we

are going to apply induction on the set {T∗2(j−m)x, T∗2(n−j−2−m)y} for every m,
to show that {e0, e1, … , e2n−2j−3} ⊆ ℳ.

For m = 0. The vectors {T∗2jx, T∗2(n−j−2)y} ⊆ M1 are linearly independent.
Then according to Lemma 2.4 we have e0, e1 ∈ ℳ.

Form = l. Let us assume that {e0, e1, … , e2l+1} ⊆ ℳ.

Form = l+1. We have {T∗2(j−l−1)x, T∗2(n−j−l−3)y} ⊆ M2l+3. Using Equations
(2.3) and (2.4) we get

T∗2(j−l−1)x =
2l+3∑

i=0
�iei and T∗2(n−j−l−3)y =

2l+3∑

i=0
�iei.

Let us consider the following

p1 = T∗2(j−l−1)x −
2l+1∑

i=0
�iei = �2l+2e2l+2 + �2l+3e2l+3

and q1 = T∗2(n−j−l−3)y −
2l+1∑

i=0
�iei = �2l+2e2l+2 + �2l+3e2l+3.

For some �, � ∈ ℂ, let us assume that �p1+�q1 = 0 . Then applying T∗2(l+1)
on both sides of the equation we get

�T∗2jx + �T∗2(n−j−2)y = 0.
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Since the set {T∗2jx, T∗2(n−j−2)y} is linearly independent, hence �, � = 0.
Thus {p1, q1} ⊆ ℳ is linearly independent, therefore solving the above equa-
tions gives us that e2l+2, e2l+3 ∈ ℳ. So by induction {e0, e1, … , e2n−2j−3} ⊆ ℳ.

Now we will divide the rest of the proof in two cases as follows:

Case 1 (t = 0). In this case k = 2j. Using Equation (2.3) we get

T∗2(2j−n+1)x =
2n−2j−2∑

i=0
�iei for some �i ∈ ℂ.

Then

T∗2(2j−n+1)x −
2n−2j−3∑

i=0
�iei = �2n−2j−2e2n−2j−2

which implies that e2n−2j−2 ∈ ℳ.
Since {e0, e1, … , e2n−2j−2} ⊆ ℳ and the set {x, T∗2x,… , T∗2(2j−n)x} ⊆ ℳ is

linearly independent, therefore

ℳ = span{e0, … , e2n−2j−2, T∗2(2j−n)x,… , x}.

Finally substituting the value of n + p = 2j, we get

ℳ = span{e0, … , en−p−2, T∗2px,… , x} ,

where ⟨x, en+p⟩ ≠ 0 for some −1 ≤ p ≤ n − 3.

Case 2 (t = 1). In this case k = 2j + 1. Since {x, T∗2x,… , T∗2(2j−n+1)x} ⊆ ℳ is
linearly independent and {e0, e1, … , e2n−2j−3} ⊆ ℳ, therefore

ℳ = span{e0, … , e2n−2j−3, T∗2(2j−n+1)x,… , x}.

Finally substituting the value of n + p = 2j + 1, we get

ℳ = span{e0, … , en−p−2, T∗2px,… , x} ,

where ⟨x, en+p⟩ ≠ 0 for some −1 ≤ p ≤ n − 3.
This completes the proof. �

Remark2.6. If we takeT∗ to be the unicellular backwardweighted shift where the
weightswnmaynot all equal to 1 and takeℳ to be a non-cyclic �nite-dimensional
subspace ofℋ invariant under T∗2, thenℳ is contained inMk for some k. Fur-
ther, with the notations of Equations (2.1) and (2.2), Xℳ is a non-cyclic �nite-
dimensional subspace which is invariant under T∗21 . Therefore, according to The-
orem 2.5, there exists a vector x in the space Xℳ such that

Xℳ = span {e0, e1… , en−p−2, T
∗2p
1 x, T∗2(p−1)1 x … , x},

where ⟨x, en+p⟩ ≠ 0 for some −1 ≤ p ≤ n − 3. Then we can deduce that

ℳ = span {e0, e1… , en−p−2, X−1T∗2p1 x, X−1T∗2(p−1)1 x … ,X−1x}.
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Therefore

ℳ = span {e0, e1… , en−p−2, T∗2py, T∗2(p−1)y … , y} ,

where y = X−1x ∈ ℳ and ⟨y, en+p⟩ ≠ 0. Hence, the general form of non-cyclic
�nite-dimensional invariant subspaces of T∗2 remains the same as given by The-
orem 2.5 irrespective of whether the weights corresponding to T are all equal to 1
or not.

We now give the general form of a non-cyclic �nite-dimensional subspace
which is invariant under T∗3. Suppose ℳ is a �nite-dimensional subspace of
ℋ that is invariant under T∗3. Then, as explained earlier,ℳ ⊆ Mk for some k.
If dimℳ = n, then we can easily verify that:
(i) ℳ is non-cyclic if and only ifℳ ⊆ Mk for some n − 1 ≤ k ≤ 3n − 4.
(ii) ℳ is cyclic if and only ifℳ ⊆ Mk for some 3n − 3 ≤ k ≤ 3n − 1.

Theorem 2.7. Let ℳ be a non-cyclic n-dimensional subspace of ℋ invariant
under T∗3. Suppose p is the least integer such thatℳ ⊆ Mn+p and x ∈ ℳ with
⟨x, en+p⟩ ≠ 0. The following cases list all the possible forms thatℳ can assume:

(1) If there exists y ∈ ℳ such that {T∗3(
n+p−t

3
)x, T∗3(

2n−p−6+t
3

)y} is linearly in-
dependent, then

ℳ = span {x, T∗3x,… , T∗3(
n+p−t

3
)x, y, T∗3y … , T∗3(

2n−p−6+t
3

)y},

where n + p = 3j + t for some j and 0 ≤ t ≤ 2.

(2) If there existsy ∈ ℳ such that either {T∗3(
n+p−t

3
)x, T∗3(

n+p−3−3r
3

)y} is linearly
independent when n + p = 3j for some j or

{T∗3(
n+p−t

3
)x, T∗3(

n+p−2−3r
3

)y} is linearly independent when n + p = 3j + 2
for some j, then

ℳ = span {e0, e1, … , en−2p−3+3r, x, T∗3x,… , T∗3(p−r)x, y, T∗3y, … ,

T∗3(p−2r)y}

for some 0 ≤ r ≤ p+1
2
. Further, if n + p = 3j + 1 for some j and

{T∗3(
n+p−1

3
)x, T∗3(

n+p−1
3

)y} is linearly independent, then r must be zero, in
which case

ℳ = span {e0, e1, … , en−2p−3+, x, T∗3x,… , T∗3(p)x, y, T∗3y, … ,

T∗3(p)y}.

(3) If there exists y ∈ ℳ such that {T∗3(
n+p−1

3
)x, T∗3(

n+p−4−3r
3

)y} is linearly in-
dependent when n + p = 3j + 1 for some j, then

ℳ = span {e0, e1, … , en−2p−2+3r, x, T∗3x,… , T∗3(p−r)x, y, T∗3y, … ,
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T∗3(p−2r−1)y}

for some 0 ≤ r ≤ p
2
.

Proof. Sinceℳ is a non-cyclic T∗3-invariant subspace such that dimℳ = n,
thenℳ ⊆ Mn+p (−1 ≤ p ≤ 2n − 4).

Let n + p = 3j + t for some j ∈ ℕ and 0 ≤ t ≤ 2. Suppose there exist a
x ∈ ℳ such that

x =
3j+t∑

i=0
�iei, �3j+t ≠ 0. (2.5)

Then according to Lemma 2.1, the set ⟨x⟩T∗3 = span
{
x, T∗3x,… , T∗3jx

}
is

linearly independent and hence dim ⟨x⟩T∗3 = j + 1.
Sinceℳ is non-cyclic, then according to Theorem 2.2 there exist a subspace

W of ℳ invariant under T∗3 such that ℳ = ⟨x⟩T∗3 ⊕ W. Now, dim W =
dimℳ − dim ⟨x⟩T∗3 = n − j − 1. This yields thatW ⊆ M3n−3j−4, otherwise, if
there exist an v ∈ W such that ⟨v, ei⟩ ≠ 0 for some i ≥ 3n − 3j − 3, then the set
{y, T∗2y, … , T∗3(n−j−1)y} ⊆ W implying that dimW ≥ n − j.

Note that, according toCorollary 2.3 the subspaceℳ can be decomposed into
at most three T∗3-invariant cyclic subspaces. Then either there exist a y ∈ W
such that T∗3(n−j−2)y ≠ 0 or T∗3(n−j−2)y = 0 for all y ∈ W.

Let us begin with the �rst possibility. Suppose there exist a y ∈ W such that
T∗3(n−j−2)y ≠ 0. In this situation, ℳ = ⟨x⟩T∗3 ⊕ ⟨y⟩T∗3 , whereW = ⟨y⟩T∗3 =
span {y, T∗3y, … , T∗3(n−j−2)y}. Then

ℳ = span {x, T∗3x,… , T∗3jx, y, T∗3y, … , T∗3(n−j−2)y}.

We can express the above form in another way

ℳ = span {x, T∗3x,… , T∗3(
n+p−t

3
)x, y, T∗3y … , T∗3(

2n−p−6−t
3

)y} ,

where x ∈ Mn+p such that ⟨x, en+p⟩ ≠ 0 and n+p = 3j+t for some j ∈ ℕ, 0 ≤
t ≤ 2.

For the second possibility, assume that T∗3(n−j−2)y = 0 for all y ∈ W. Then
ℳ ≠ ⟨x⟩T∗3 ⊕W. Going forward, to present the proof into a convenient way,
we have divided it into three cases.

Case 1 (n + p = 3j). Recall, from Equation (2.5) there exist an x ∈ ℳ such
that

x =
3j∑

i=0
�iei, �3j ≠ 0 and dim ⟨x⟩T∗3 = j + 1. (2.6)

First of all if there exist v ∈ W such that v =
∑3j

i=0 viei, v3j ≠ 0, then
the set {T∗3jx, T∗3jv} ⊆ M0, which cannot be linearly independent, therefore
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T∗3jv = 0 for all v ∈ W. Suppose there exist a y ∈ W such that T∗3(j−1)y ≠ 0.
Then

y =
3j−1∑

i=0
�iei, where at least one of the coe�cient �3j−1, �3j−2 ≠ 0. (2.7)

In particular, ⟨y⟩T∗3 = span {y, T∗3y, … , T∗3(j−1)y} and dim ⟨y⟩T∗3 = j. Since
ℳ ≠ ⟨x⟩T∗3 ⊕W, then according to Corollary (2.3) there exist a z ∈ W such
thatW = ⟨y⟩T∗3 ⊕ ⟨z⟩T∗3 . Therefore

dim⟨z⟩T∗3 = dimW − dim ⟨y⟩T∗3 = (n − j − 1) − j = n − 2j − 1.

So we have ⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−2)z} and this indicates that
T∗3(n−2j−1)z = 0, which guarantees z ∈ M3n−6j−4. In particular

z =
3n−6j−4∑

i=0

iei, (2.8)

where at least one of the coe�cients 
3n−6j−4, 
3n−6j−5 ≠ 0.
Equations (2.6), (2.7) and (2.8) implies that

ℳ = span {x, … , T∗3jx, y, … , T∗3(j−1)y, z, … , T∗3(n−2j−2)z}.

Now let us assume that T∗3(j−1)v = 0 for all v ∈ W. Suppose there exist a
y ∈ W such that T∗3(j−2)y ≠ 0. Then using the similar arguments as above, we
can deduce that there exist a z ∈ W such that

⟨y⟩T∗3 = span {y, T∗3y, … , T∗3(j−2)y} , dim ⟨y⟩T∗3 = j − 1,

⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−1)z} , and dim ⟨z⟩T∗3 = n − 2j,

where y ∈ M3j−4 and z ∈ M3n−6j−1. Then

ℳ = span {x, … , T∗3jx, y, … , T∗3(j−2)y, z, … , T∗3(n−2j−1)z}.

So continuing this way, after r-th such steps let us assume T∗3(j−r)v = 0 for
all v ∈ W. Suppose there exist a y ∈ W such that T∗3(j−1−r)y ≠ 0. Then there
exist a z ∈ W such that

⟨y⟩T∗3 = span {y, T∗3y, … , T∗3(j−1−r)y}, (2.9)

⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−2+r)z}, (2.10)
dim ⟨z⟩T∗3 = n − 2j − 1 + r, and dim ⟨y⟩T∗3 = j − r; (2.11)

where y ∈ M3j−1−3r and z ∈ M3n−6j−4+3r. So after combining Equations (2.6),
(2.9), (2.10) and (2.11) at r-th step, we get

ℳ = span {x, T∗3x,… , T∗3jx, y, T∗3y, … , T∗3(j−1−r)y, z,

T∗3z, … , T∗3(n−2j−2+r)z}.

Since dim ⟨y⟩T∗3 ≥ dim ⟨z⟩T∗3 , therefore j − r ≥ n − 2j − 1 + r implying that
0 ≤ r ≤ (3j − n + 1)∕2. Furthermore, let us writeℳ = X1 ⊕X2, where

X1 = span {x, T∗3x,… , T∗3(3j−n−r)x, y, T∗3y, … , T∗3(3j−n−2r)y}
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and X2 = span {T∗3(3j−n−r+1)x,… , T∗3jx, T∗3(3j−n−2r+1)y, … ,

T∗3(j−1−r)y, z, … , T∗3(n−2j−2+r)z}.

Now we will show that X2 = {e0, … , e3n−6j−3+3r}. Firstly T∗3jx ∈ M0, imply-
ing that e0 ∈ ℳ. For 0 ≤ m ≤ n − 2j − 2 + r, the set

{T∗3(j−1−m)x, T∗3(j−1−r−m)y, T∗3(n−2j−2+r−m)z} ⊆ M3m+3.
Now let us apply induction onm.

Form = 0, the set {T∗3(j−1)x, T∗3(j−1−r)y, T∗3(n−2j−2+r)z} ⊆ M3 such that

x1 = T∗3(j−1)x − �0e0 =
3∑

i=1
�iei,

y1 = T∗3(j−1−r)y − �0e0 =
2∑

i=1
�iei,

and z1 = T∗3(n−2j−2+r)z − 
0e0 =
2∑

i=1

iei.

For a, b, c ∈ ℂ, consider that ax1+by1+cz1 = 0. ThenT∗3(ax1+by1+cz1) =
0. So a�3e0 = 0 implying that a = 0. Now, bT∗3(j−1−r)y + cT∗3(n−2j−2+r)z =
(b�0 + c
0)e0 ∈ span {T∗3(j)x}. This is a contradiction to the fact that the set
{T∗3jx, T∗3(j−1−r)y, T∗3(n−2j−2+r)z} is linearly independent. Therefore the set
{x1, y1, z1} ⊆ M3⧵M0 is linearly independent and solving above equations gives
us that e1, e2, e3 ∈ ℳ.

Form = l, let us assume that {e1, e2, … , e3l+3} ⊆ ℳ.

Form = l + 1, we have {T∗3(j−l−2)x, T∗3(j−r−l−2)y, T∗3(n−2j+r−l−3)z} ⊆ M3l+6.
Then using Equations (2.6), (2.9) and (2.10) we get

T∗3(j−l−2)x =
3l+6∑

i=0
�iei, T∗3(j−r−l−2)y =

3l+6∑

i=0
�iei

and T∗3(n−2j+r−l−3)z =
3l+6∑

i=0

iei.

Let us consider the following

x1 = T∗3(j−l−2)x −
3l+3∑

i=0
�iei ∈ M3l+6 ⧵ M3l+3,

y1 = T∗3(j−r−l−2)y −
3l+3∑

i=0
�iei ∈ M3l+6 ⧵ M3l+3,

and z1 = T∗3(n−2j+r−l−3)z −
3l+3∑

i=0

iei ∈ M3l+6 ⧵ M3l+3.
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Using the cases for m = 0, l and by similar arguments as above, we can de-
duce that the set {x1, y1, z1} is a linearly independent subset of the set span
{e3l+4, e3l+5, e3l+6}. Then e3l+4, e3l+5, e3l+6 ∈ ℳ. Hence by induction the set
X2 = {e0, e1, … , e3n−6j−3+3r} ⊆ ℳ.

Moreover, X1 = {x, T∗3x,… , T∗3(3j−n−r)x, y, T∗3y, … , T∗3(3j−n−2r)y} ⊆ ℳ is
linearly independent and dim X1 = 6j − 2n − 3r + 2, therefore

ℳ = span {e0, e1, … , e3n−6j−3+3r, x, T∗3x,… , T∗3(3j−n−r)x, y, T∗3y,

… , T∗3(3j−n−2r)y}.

Lastly, substituting the value of n +p = 3j in above formmentioned, we get

ℳ = span
{
e0, e1, … , en−2p−3+3r, x, T∗3x,… , T∗3(p−r)x, y, T∗3y,

… , T∗3(p−2r)y
}
.

Case 2 (n + p = 3j + 1).Recall, fromEquation (2.5) there exist an x ∈ ℳ such
that

x =
3j+1∑

i=0
�iei, �3j+1 ≠ 0 and dim ⟨x⟩T∗3 = j + 1. (2.12)

We will further divide this case into two subcases depending on whether
there exists an v ∈ W such that T∗3jv ≠ 0 or not.
Subcase 1. Suppose there exist a y ∈ W such that T∗3jy ≠ 0. Then

y =
3j+1∑

i=0
�iei, where at least one of the coe�cient’s �3j, �3j+1 ≠ 0. (2.13)

In particular, ⟨y⟩T∗3 = span {y, T∗3y, … , T∗3jy} and dim ⟨y⟩T∗3 = j + 1. Now
proceeding in the samemanner as Case 1, we get that there exists a z ∈ W such
thatW = ⟨y⟩T∗3 ⊕ ⟨z⟩T∗3 . Thus

dim ⟨z⟩T∗3 = dimW − dim ⟨y⟩T∗3 = (n − j − 1) − (j + 1) = n − 2j − 2.

So ⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−3)z}. Then T∗3(n−2j−2)z = 0, so z ∈
M3n−6j−7. Therefore

z =
3n−6j−7∑

i=0

iei where 
3n−6j−7 ≠ 0. (2.14)

Then by Equations (2.12), (2.13) and (2.14) we get

M = span {x, T∗3x,… , T∗3jx, y, T∗3y, … , T∗3jy, z, T∗3z, … , T∗3(n−2j−3)z}.

Furthermore, let us writeℳ = X1 ⊕X2, where

X1 = span {x, T∗3x,… , T∗3(3j−n+2)x, y, T∗3y, … , T∗3(3j−n+2)y}

and X2 = span {T∗3(3j−n+3)x,… , T∗3jx, T∗3(3j−n+3)y, … , T∗3jy, z, … ,

T∗3(n−2j−3)z}.
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For 0 ≤ m ≤ n − 2j − 3, the set {T∗3(j−m)x, T∗3(j−m)y, T3(n−2j−3−m)z} ⊆
M3m+2. Applying induction onℳ and using the similar arguments as Case 1,
we can deduce that X2 = {e0, … , e3n−6j−7} ⊆ ℳ.

Moreover

T∗3(3j−n+2)x =
3n−6j−5∑

i=0
�iei and T∗3(3j−n+2)y =

3n−6j−5∑

i=0
�iei

are linearly independent in the setX1. Since {e0, e1, … , e3n−6j−7} ⊆ ℳ, using the
similar arguments as in Case 1 it is easy to deduce that e3n−6j−6, e3n−6j−5 ∈ ℳ.

Also, the set {x, T∗3x,… , T∗3(3j−n+1)x, y, T∗3y, … , T∗3(3j−n+1)y} ⊆ X1 is lin-
early independent and it has dimension equal to ‘6j − 2n + 4’. Then

ℳ = span {e0, e1, … , e3n−6j−5, x, T∗3x,… , T∗3(3j−n+1)x, y, T∗3y, … ,

T∗3(3j−n+1)y}.

Lastly, substituting the value of n +p = 3j + 1 in the above mentioned form
ofℳ, we get

ℳ = span {e0, e1, … , en−2p−3, x, T∗3x,… , T∗3px, y, T∗3y, … , T∗3py} .

Subcase 2. Let T∗3jv = 0 for all v ∈ W. Suppose there exist a y ∈ ℳ such that

y =
3j−1∑

i=0
�iei, (2.15)

where at least one of the coe�cients �3j−3, �3j−2�3j−1 ≠ 0.
In particular, ⟨y⟩T∗3 = span {y, T∗3y, … , T∗3(j−1)y} and dim ⟨y⟩T∗3 = j. Pro-

ceeding as Case 1, we get that there exists a z ∈ W such that W = ⟨y⟩T∗3 ⊕
⟨z⟩T∗3 . Thus

dim ⟨z⟩T∗3 = dimW − dim ⟨y⟩T∗3 = (n − j − 1) − j = n − 2j − 1.

We have ⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−2)z}. Then T∗3(n−2j−1)z = 0,
implying that z ∈ M3n−6j−4. Therefore

z =
3n−6j−4∑

i=0

iei, 
3n−6j−4 ≠ 0. (2.16)

So continuing this way, at the r-th step let us assume T∗3(j−r)v = 0 for all
v ∈ W. Again using the similar arguments as Case 1 we can prove there exist
y, z ∈ W such that

⟨y⟩T∗3 = span {y, T∗3y, … , T∗3(j−1−r)y}, (2.17)

⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−2+r)z}, (2.18)
dim ⟨y⟩T∗3 = j − r and dim ⟨z⟩T∗3 = n − 2j − 1 + r; (2.19)
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where y ∈ M3j−1−3r and z ∈ M3n−6j−4+3r. Now combining Equations (2.12),
(2.17), (2.18) and (2.19) at the r-th step, we get

ℳ = span {x, T∗3x,… , T∗3jx, y, T∗3y, … , T∗3(j−1−r)y, z, T∗3z, … ,

T∗3(n−2j−2+r)z}.

Since dim ⟨y⟩T∗3 ≥ dim ⟨z⟩T∗3 , then j − r ≥ n − 2j − 1 + r implying that
0 ≤ r ≤ (3j − n + 1)∕2. Furthermore, let us writeℳ = X1 ⊕X2, where

X1 = span {x, T∗3x,… , T∗3(3j−n+1−r)x, y, T∗3y, … , T∗3(3j−n−2r)y}

and X2 = span {T∗3(3j−n+2−r)x,… , T∗3jx, T∗3(3j−n−2r+1)y, … ,

T∗3(j−1−r)y, z, … , T∗3(n−2j−2+r)z}.

Using similar arguments as were used in Case 1, we can prove that X2 =
{e0, … , e3n−6j−4+3r}. Also, we have dim X1 = 6j − 2n + 3 − 3r. Then

ℳ = span {e0, e1, … , e3n−6j−4+3r, x, T∗3x,… , T∗3(3j−n+1−r)x, y, T∗3y,

… , T∗3(3j−n−2r)y}.

Lastly, substituting the value of n +p = 3j + 1 in the above mentioned form
ofℳ, we get

ℳ = span {e0, e1, … , e3n−6j−4+3r, x, T∗3x,… , T∗3(p−r)x, y, T∗3y,
… , T∗3(p−1−2r)y}.

Case 3 (n + p = 3j + 2).Recall, fromEquation (2.5) there exist an x ∈ ℳ such
that

x =
3j+2∑

i=0
�iei, �3j+2 ≠ 0 and dim ⟨x⟩T∗3 = j + 1. (2.20)

Following the same path as in Case 1, at the r-th step let us assume that
T∗3(j+1−r)v = 0 for all v ∈ W. Again we can prove there exist y, z ∈ W such
that

⟨y⟩T∗3 = span {y, T∗3y, … , T∗3(j−r)y}, (2.21)

⟨z⟩T∗3 = span {z, T∗3z, … , T∗3(n−2j−3+r)z}, (2.22)
dim ⟨y⟩T∗3 = j − r + 1 and dim ⟨z⟩T∗3 = n − 2j − 2 + r; (2.23)

where y ∈ M3j+2−3r and z ∈ M3n−6j−7+3r. Now combining Equations (2.20),
(2.21), (2.22) and (2.23) at the r-th step, we get

ℳ = span {x, T∗3x,… , T∗3jx, y, T∗3y, … , T∗3(j−r)y, z, T∗3z, … ,

T∗3(n−2j−3+r)z}.
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Since dim ⟨y⟩T∗3 ≥ dim ⟨z⟩T∗3 , then j + 1 − r ≥ n − 2j − 2 + r implying that
0 ≤ r ≤ (3j − n + 3)∕2. Repeating the process as in Case 1, we can deduce that

M = span {e0, e1, … , en−2p−3+3r, x, T∗3x,… , T∗3(p−r)x, y, T∗3y,
… , T∗3(p−2r)y}.

This completes the proof. �

Remark 2.8. By using the similar set of arguments as were used in Remark 2.6,
we deduce that the general forms that a non-cyclic �nite-dimensional subspace
invariant under T∗3 can assume remains the same as are given by Theorem 2.7
irrespective of whether all weights corresponding to T equals 1 or not.

Remark 2.9. Ifℳ is a �nite-dimensional cyclic subspace ofℋ that is invariant
under T∗i for 2 ≤ i ≤ 3, then all we can say is that

ℳ = span {x, T∗ix, T∗2ix,… , T∗(n−1)ix}
for some n and x ∈ ℳ. In this case, unlike the case of non-cyclic subspace, we
can’t guarantee the existence of any ei inℳ. For exampleℳ = span {e0+e1, e2+
e3, e4 + e5} is a cyclic 3-dimensional T∗2-invariant subspace andℳ = span {e0 +
e1, e3 + e4, e6 + e7} is a cyclic 3-dimensional T∗3-invariant subspace, but neither
of them contains any ei.

Using Theorem 2.7, we know that in order to construct a concrete example
of a �nite-dimensional non-cyclic T∗3- invariant subspace, one must start with
two linearly independent vectors x and y so that the entire set ⟨x⟩T∗l ∪ ⟨y⟩T∗l is
also linearly independent. In general, this can be a very tedious task to carry
out. Our next result simplify this work by giving a necessary and su�cient
condition for the set ⟨x⟩T∗l ∪ ⟨y⟩T∗l to be linearly independent.

Proposition 2.10. Let x, y ∈ ℋ and ⟨x⟩T∗l = {x, T∗lx,… , T∗lrx} and ⟨y⟩T∗l =
{y, T∗ly, … , T∗lsy} for some �xed l, r, s ∈ ℕ. Then ⟨x⟩T∗l ∪ ⟨y⟩T∗l is linearly inde-
pendent if and only if the set

{
T∗lrx, T∗lsy

}
is linearly independent.

Proof. Let x, y ∈ Mk for some k ∈ ℕ such that x =
∑n

j=0 �jej and y =
∑m

j=0 �jej and �n, �m ≠ 0. Also for some �xed l, s, r ≥ 0 we have T∗lrx ≠
0, T∗lsy ≠ 0 and T∗l(r+1)x = 0, T∗l(s+1)y = 0, lr ≤ n and ls ≤ m. Let the set
⟨x⟩T∗l ∪ ⟨y⟩T∗l is linearly independent. Then automatically the set {T∗lrx, T∗lsy}
is also linearly independent.

Conversely, suppose T∗lrx and T∗lsy are linearly independent. First assume
that n ≤ m, then r ≤ s. Now we can have the following cases;

Case 1 (r = s). Then the set {T∗lrx, T∗lry} is linearly independent. Now con-
sider

r∑

j=0

jT∗jlx +

r∑

j=0
�jT∗jly = 0.



246 SNEH LATA, SUSHANT POKHRIYAL AND DINESH SINGH

Applying T∗lr on both sides of the above equation we get 
0T∗lrx+�0T∗lry =
0. Then 
0, �0 = 0 which implies that

r∑

j=1

jT∗jlx +

r∑

j=1
�jT∗jly = 0.

Similarly, applyingT∗l(r−1) onboth side of the above equation, we get 
1T∗lrx+
�1T∗lry = 0 which implies that 
1, �1 = 0.

Continuing in the similar fashion and applying T∗l(r−i) on both sides of the
equation for 2 ≤ i ≤ r, we have that 
0,⋯ , 
r, �0,⋯ , �r = 0. Hence the set
⟨x⟩T∗l ∪ ⟨y⟩T∗l is linearly independent.

Case 2 (r < s). Let us consider

r∑

j=0

jT∗jlx +

s∑

j=0
�jT∗jly = 0.

Applying T∗ls on both side of the above equation we get, �0T∗lsy = 0, which
gives �0 = 0. Thus

r∑

j=0

jT∗jlx +

s∑

j=1
�jT∗jly = 0.

If r < s − 1, then applying T∗l(s−1) on both side of the above equation we get,
�1T∗lsy = 0, then �1 = 0. Continuing this way and applying T∗l(s−i) on both
sides of the equation for 2 ≤ i ≤ s − r − 1, we have that �0, �1,⋯ , �s−r−1 = 0.
Thus

r∑

j=0

jT∗jlx +

s∑

j=s−r
�jT∗jly = 0.

Applying T∗lr on both sides we get 
0T∗lrx + �s−rT∗lsy = 0, which gives

0, �s−r = 0.

Again,

T∗l(r−1)(
r∑

j=1

jT∗jlx +

s∑

j=s−r+1
�jT∗jly) = 0.

Then 
1T∗lrx + �s−r+1T∗lsy = 0, implying that 
1, �s−r+1 = 0.
Continuing in the same manner we can prove 
0,⋯ , 
r−1, �s−r,⋯ , �s−1 =

0 and eventually we get 
rT∗lrx + �sT∗lsy = 0, which implies that 
r, �s =
0. Hence the set ⟨x⟩T∗l ∪ ⟨y⟩T∗l is linearly independent. This completes the
proof. �

Our �nal result of this section characterizes �nite-dimensional subspaces of
ℋ that are jointly invariant under T∗2 and T∗3.
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Theorem 2.11. Letℳ ⊆ ℋ be a closed subspace such that dimℳ = n andℳ
is jointly invariant under T∗2 and T∗3. Then

ℳ = span {e0, e1, … , en−2, �en−1 + �en}

for a non-zero pair (�, �) ∈ ℂ2.

Proof. First of all wewill prove thatℳ ⊆ Mk for n−1 ≤ k ≤ n. Since dimℳ =
n and dimMn−2 = n − 1, then clearly k ≥ n − 1. Suppose there exist a x ∈ ℳ
such that ⟨x, en+1⟩ ≠ 0 and x =

∑n+1
i=0 xiei for some xi ∈ ℂ. Asℳ is invariant

under T∗2 and T∗3, therefore it is easy to see that T∗jℳ ⊆ ℳ for all j ≥ 2.
Now according to Lemma 2.1 the set W = {x, T∗2x, T∗3x,… , T∗n+1x} ⊆ ℳ is
linearly independent, which is a contradiction to the fact that dimW ≤ dimℳ.
Therefore,ℳ ⊆ Mk for n − 1 ≤ k ≤ n.

Let y =
∑n

i=0 yiei be a element ofℳ such that at least one of the coe�cients
yn−1, yn ≠ 0. If n = 1, then clearly ℳ = span {y0e0 + y1e1} for any non-
zero pair of complex numbers (y0, y1) ∈ ℂ2. Suppose yn ≠ 0, so if n ≥ 2
then T∗ny = w0w1⋯wn−1yne0, which means that e0 ∈ ℳ. Again T∗n−1y =
w0w1⋯wn−2yn−1e0 + w1w2⋯wn−1yne1. Since e0 ∈ ℳ, therefore e1 ∈ ℳ.
By continuing this procedure, it is easy to show that at each step T∗n−ry ∈ ℳ
implies that ej ∈ ℳ for 0 ≤ r ≤ n − 2. Therefore

ℳ = span {e0, e1, … , en−2, �en−1 + �en} such that (�, �) ≠ (0, 0).

This completes the proof. �

3. In�nite-dimensional subspaces
In this section we will characterize in�nite-dimensional subspaces that are

invariant under T∗l for 2 ≤ l ≤ 3 and in�nite-dimensional subspaces that are
jointly invariant under T∗2 and T∗3 for two classes of weights. The invariant
subspaces for these weights were characterized by Nikolskii in [13] and Yadav
& Chaterjee in [19]. First we show that the condition of bounded variation on
the weights considered by the authors in [19] is redundant. To state their result
and establish our claim, we start with some de�nitions and remarks.

De�nition 3.1. A set of vectors {x0, x1, … , xn, …} ⊆ ℋ is called !-independent if∑∞
k=0 �kxk = 0 for �k ∈ ℂ implies that �k = 0 for all k ≥ 0, k ∈ ℕ.

Remark 3.2. Let T be the forward weighted shift with weight sequence {wn} of
bounded positive real numbers, then for any x ∈ ℋ the set {x, Tx, T2x,…} is !-
independent.

De�nition 3.3. Two sequence of vectors {fn} and {gn} in a normed vector space
are said to be quadratically close if

∑∞
n=0 ‖fn − gn‖2 < ∞.

De�nition 3.4. A bounded sequence {wn}n∈ℕ of positive real numbers is said to
be of bounded variation if

∑∞
n=0 |wn − wn+1| < ∞.
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Theorem 3.5 ([19], Theorem 1). Let {wn}n∈ℕ be of bounded variation such that

� = sup
m≥2,n

∞∑

k=0
(
wk+m⋯wk+n
wm⋯wn

)
2

< ∞. (3.1)

Then Lat T =
{
{0}, L1, L2, … , Ln,⋯ ,ℋ

}
where Ln =

⋁∞
i=n{ei}.

In the following result we obtain the same characterization for invariant sub-
spaces for T as Theorem 3.5 but without assuming the condition of bounded
variation on the weights.

Theorem3.6. LetT ∶ ℋ → ℋ be a forwardweighted shiftwithweights sequence
{wn}n∈ℕ satisfying Condition (3.1). Then

Lat T =
{
{0}, L1, L2, … , Ln,⋯ ,ℋ

}
.

Proof. Letℳ be a in�nite-dimensional subspace ofℋ invariant underT. Now,
the Baire Category theorem guarantees the existence of at least an x ∈ ℳ such
that x =

∑∞
k=0 xkek where in�nitely many xk’s are non-zero. At �rst, let us

assume that x0 ≠ 0. We will prove thatℳ = ℋ.

We have Tnx =
∑∞

k=0 xkwk⋯wk+n−1ek+n. Then

‖‖‖‖‖‖‖
Tnx

x0w0⋯wn−1
− en

‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

k=1

xkwk⋯wk+n−1
x0w0⋯wn−1

ek+n
‖‖‖‖‖‖‖

2

=
∞∑

k=1
(
wk⋯wk+n−1
w0⋯wn−1

)
2|||||||
xk
x0

|||||||

2

=
∞∑

k=0
(
wk+1⋯wk+n
w0⋯wn−1

)
2|||||||
xk+1
x0

|||||||

2

= 1
w2
0w

2
1

∞∑

k=0
(
wk+1⋯wk+n
w2⋯wn−1

)
2|||||||
xk+1
x0

|||||||

2

=
w2
n

w2
0w

2
1

∞∑

k=0
(
wk+1⋯wk+n
w2⋯wn

)
2|||||||
xk+1
x0

|||||||

2

≤
w2
n‖x‖2

x20w
2
0w

2
1

∞∑

k=0
(
wk+2⋯wk+n
w2⋯wn

)
2

w2
k+1

≤
�2w2

n‖x‖2

x20w
2
0w

2
1

∞∑

k=0
(
wk+2⋯wk+n
w2⋯wn

)
2

(� = sup{wn})

≤
��2w2

n‖x‖2

x20w
2
0w

2
1

= Cw2
n,
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where C = ��2‖x‖2

x20w
2
0w

2
1
is a constant. Since we know

∑∞
n=0w

2
n < ∞, therefore

∞∑

n=0

‖‖‖‖‖‖‖
Tnx

x0w0...wn−1
− en

‖‖‖‖‖‖‖

2

≤ C
∞∑

n=0
w2
n < ∞.

This implies that the orthonormal basis sequence {en}∞n=0 and the sequence
{Tnx∕x0w0...wn−1}∞n=0 are quadratically close. From the Remark 3.2, the set
{Tnx∕x0w0...wn−1}∞n=0 is!−independent. NowusingBari’s Theorem ([21], Thm
15) for the pair of quadratically close !−independent sequences, we get that
{Tnx∕x0w0...wn−1}∞n=0 forms a Riesz basis of the Hilbert space ℋ. Moreover,
the set

⋁∞
n=0{T

nx} ⊆ ℳ ⊆ ℋ, and whence we conclude thatℳ = ℋ.
Again, if x0 = 0 and k is the least natural number such that there exists an

x ∈ ℳ with ⟨x, ek⟩ ≠ 0, then using Bari’s theorem as above we can show that

ℳ =
∞⋁

n=0
{Tnx} = Lk.

Thus every cyclic subspace of T is of the form Lk. Finally our theorem follows
from the observation that span of any number of Li’s is again an Li. �

In the same paper [19], the authors claimed that their result (Theorem 3.5)
is a generalization of Theorem 2 from [13]. But we give the following two ex-
amples to show that the two set of conditions imposed on the weight sequence
are independent. For reader’s reference, we recall that Theorem 2 from [13]
gives the same characterization of invariant subspaces of T as given by Theo-
rem 3.5 under the assumption that the weight sequence is a square summable
monotonically decreasing sequence of positive real numbers.

Example 3.7. Let wn =
1
n
for all n ≥ 1. Then {wn} is bounded monotonically

decreasing sequence of real numbers such that {wn} ∈ l2. Let T be the forward
weighted shift onℋ, then clearly the weights {wn} satisfy the hypothesis given
in Theorem 2 from [13].

For each n ∈ ℕ, let us de�ne

an =
∞∑

k=1
(
wk+n
wn

)
2

=
∞∑

k=1
( n
n + k

)
2

.

Now for each n ∈ ℕ, let us consider the following function

fn ∶ [1,∞) → ℝ, such that fn(x) =
( n
n + x

)2
.

Then clearly for each n ∈ ℕ, the function fn is positive valued and mono-

tonically decreasing on [1,∞) such that fn(k) =
( n
n+k

)2
. Then by integral test
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for convergence of series we get

an =
∞∑

k=1
( n
n + k

)
2

≥

∞

∫
1

fn(x)dx =
n2

n + 1.

This implies that an →∞ as n → ∞. If � = sup
m≥2,n

∑∞
k=0 (

wk+m⋯wk+n
wm⋯wn

)
2

, then for

m = n, � =
∑∞

k=1(
wk+n
wn

)2 is not �nite, and hence {wn} does not satisfy Condition
3.1 of Theorem 3.5.

Example 3.8. Let us de�ne a sequence {wn} of positive real numbers as follows;

wn =
⎧

⎨
⎩

1
2n+1

, if n is even
1

2n−1
, if n is odd

First of all, we have

wk+r
wr

=

⎧
⎪
⎪

⎨
⎪
⎪
⎩

1
2k
, if k, r are even
1

2k+2
, if k, r are odd

1
2k
, if k is even, r is odd
1

2k−2
, if k is odd, r is even

(3.2)

Now for any pair of non-negative integers (m, n), we have
∞∑

k=0
(
wk+m⋯wk+n
wm⋯wn

)
2

= 1 + (
w1+m⋯w1+n
wm⋯wn

)
2

+
∞∑

k=2
(
wk+m⋯wk+n
wm⋯wn

)
2

≤ 17 +
∞∑

k=2
(
wk+n
wn

)
2

, using (3.2)

< 17 + 15
16 =

272
16 .

Since this is true for any pair of non-negative integers (m, n), this implies
that � < ∞. Clearly, the given sequence {wn} is bounded but not monotonically
decreasing, therefore the given weights satisfy the conditions given in Theorem
3.5 but does not satisfy the conditions given in Theorem 2 of [13].

We now give characterizations of in�nite-dimensional subspaces ofℋ that
are invariant under T∗l for 2 ≤ l ≤ 3 and in�nite-dimensional subspaces that
are jointly invariant underT∗2 andT∗3.Asnoted earlier, we focus on two classes
of weights considered in [13] and [19]. We start with a characterization of
in�nite-dimensional subspaces that are invariant under T∗2 where the weights
satisfy the conditions of [19]. We have already shown in Theorem 3.6 that the
condition of bounded variation assumed in [19] is redundant, and so we do not
impose this condition on weights in our work.
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Theorem 3.9. Let the weight sequence {wn}n∈ℕ satisfy Condition (3.1). Suppose
ℳ is a proper in�nite-dimensional subspace ofℋ invariant under T∗2. Then,ℳ
has one of the following forms:

(i) ℳ =
⋁∞

i=0{e2i+t} for t = 0, 1.
(ii) ℳ = M2n+1+t

⨁⋁∞
i=n+1+t{e2i+1−t} for some n ≥ 0 and t = 0, 1.

Proof. According to the given hypothesisℳ is in�nite-dimensional subspace
ofℋ, then the Baire Category theorem guarantees the existence of at least an
x ∈ ℳ such that x =

∑∞
i=0 xiei where in�nitely many xi’s are non-zero. Now

as we proceed, we will exhaust all possible combinations of elements inℳ.

Case 1. First we assume that there exists an x ∈ ℳ such that x =
∑∞

i=0 x2ie2i,
where in�nitely many x2i’s are non-zero. Then, we claim that

⋁∞
i=0{e2i} ⊆ ℳ.

First we will show that e0 ∈ ℳ. Now for allm ≥ 1, we have

T∗2mx =
∞∑

i=m
x2iw2i−1⋯w2i−2me2i−2m.

Suppose there exist a natural number n such that x2n ≠ 0, then

‖‖‖‖‖‖‖
T∗2nx

x2nw2n−1⋯w0
− e0

‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

i=n+1

x2iw2i−1⋯w2i−2n
x2nw2n−1⋯w0

e2i−2n
‖‖‖‖‖‖‖

2

=
∞∑

i=n+1
(
w2i−1⋯w2i−2n
w2n−1⋯w0

)
2|||||||
x2i
x2n

|||||||

2

= 1
w2
0w

2
1

∞∑

i=n+1
(
w2i−2n⋯w2i−1
w2⋯w2n

)
2

w2
2n

|||||||
x2i
x2n

|||||||

2

=
w2
2n

w2
0w

2
1

∞∑

i=0
(
w2i+2⋯w2i+2n+1

w2⋯w2n
)
2|||||||
x2i+2n+2
x2n

|||||||

2

=
w2
2n

w2
0w

2
1

∞∑

i=0
(
w2i+2⋯w2i+2n
w2⋯w2n

)
2

w2
2i+2n+1

|||||||
x2i+2n+2
x2n

|||||||

2

≤
�2�
w2
0w

2
1

∞∑

i=0
w2
2i+2n+1

|||||||
x2i+2n+2
x2n

|||||||

2

.

As we know {wn}n∈ℕ ∈ l2, so for all � > 0 there exists an integer J such
that

∑∞
i=J w

2
2i < �. Also since {|x2i|} are bounded, choose K ≥ J such that
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x2K = sup
i≥J

{|x2i|}. Thus

‖‖‖‖‖‖‖
T∗2Kx

x2Kw2K−1⋯w0
− e0

‖‖‖‖‖‖‖

2

≤
�2�
w2
0w

2
1

∞∑

i=0
w2
2i+2K+1

|||||||
x2i+2K+2
x2K

|||||||

2

≤
�2�
w2
0w

2
1

∞∑

i=0
w2
2i+2K+1 < C�,

here C is a constant and this implies that e0 ∈ ℳ.
As for each n ≥ 0, we get

y = T∗2nx − x2nw2n−1⋯w0e0 =
∞∑

i=n+1
x2iw2i−1⋯w2i−2ne2i−2n ∈ ℳ,

therefore whenever x2n+2 ≠ 0, we get

‖‖‖‖‖‖‖
y

x2n+2w2n+1⋯w2
− e2

‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

i=n+2

x2iw2i−1⋯w2i−2n
x2n+2w2n+1⋯w2

e2i−2n
‖‖‖‖‖‖‖

2

=
∞∑

i=n+2
(
w2i−1⋯w2i−2n
w2n+1⋯w2

)
2|||||||

x2i
x2n+2

|||||||

2

= 1
w2
2w

2
3

∞∑

i=n+2
(
w2i−2n⋯w2i−1
w4⋯w2n+2

)
2

w2
2n+2

|||||||
x2i
x2n+2

|||||||

2

=
w2
2n+2

w2
2w

2
3

∞∑

i=0
(
w2i+4⋯w2i+2n+3
w4⋯w2n+2

)
2|||||||
x2i+2n+4
x2n+2

|||||||

2

=
w2
2n+2

w2
2w

2
3

∞∑

i=0
(
w2i+4⋯w2i+2n+2

w2⋯w2n
)
2

w2
2i+2n+3

|||||||
x2i+2n+4
x2n+2

|||||||

2

.

Then by the same procedure as done for e0, we can show that e2 ∈ ℳ. Pro-
ceeding in this manner we can show that e2i ∈ ℳ for every i ∈ ℕ, and hence,⋁∞

i=0{e2i} ⊆ ℳ. Furthermore, if ℳ ⊆
⋁∞

i=0{e2i}, then the above calculations
implies thatℳ =

⋁∞
i=0{e2i}.

Case 2. Suppose there exists an x ∈ ℳ such that x =
∑∞

i=0 x2i+1e2i+1, where
in�nitely many x2i+1’s are non-zero. Then, using similar arguments as Case 1,
we can conclude thatℳ =

⋁∞
i=0{e2i+1}.

Case 3. Suppose there exists an x ∈ ℳ such that

x =
n∑

i=0
x2i+1e2i+1 +

∞∑

i=0
x2ie2i, (3.3)



INVARIANT SUBSPACES OF POWERS OF SOME UNICELLULAR OPERATORS 253

where in�nitely many x2i’s are non-zero, then we claim thatℳ contains

M2n+1
⨁ ∞⋁

i=n+2
{e2i}.

We will �rst show that e0 ∈ ℳ. Now choose an positive integer p > n + 1
such that x2p ≠ 0, then

T∗2px
x2pw2p−1⋯w0

− e0 =
∞∑

i=p+1

x2iw2i−1⋯w2i−2p

x2pw2p−1⋯w0
e2i−2p.

Again using the same procedure as Case 1, we can show that
⋁∞

i=0{e2i} ⊆ ℳ.
From Equation (3.3), consider y = x −

∑∞
i=0 x2ie2i =

∑n
i=0 x2i+1e2i+1. Since⋁∞

i=0{e2i} ⊆ ℳ, then y ∈ ℳ. Now, T∗2ny = x2n+1w2n+1⋯w2e1, and since
T∗2ny ∈ ℳ, then e1 ∈ ℳ.

Similarly, T∗2(n−1)y = x2n−1w2n−1⋯w2e1 + x2n+1w2n+1⋯w4e3, and since
{T∗2(n−1)y, e1} ⊆ ℳ, then e3 ∈ ℳ.

Proceeding in this manner, we can verify that
⋁n

i=0{e2i+1} ⊆ ℳ. Now, if
ℳ ⊆ M2n+2

⨁⋁∞
i=n+2{e2i} for some n ≥ 0, thenℳ = M2n+1

⨁⋁∞
i=n+2{e2i}.

Case 4. Suppose there exists an x ∈ ℳ such that

x =
n∑

i=0
x2ie2i +

∞∑

i=0
x2i+1e2i+1,

where in�nitely many x2i+1’s are non-zero, then using the similar arguments
as of Case 3, one can conclude thatℳ = M2n ⊕

⋁∞
i=n{e2i+1}.

Case 5. Suppose there exists an x ∈ ℳ such that x =
∑∞

i=0 xiei, where in�n-
itely many xi’s are non-zero. We will show that

⋁∞
i=0{ei} ⊆ ℳ.

First we will show that e0 ∈ ℳ. Now for allm ≥ 1, we have

T∗2mx =
∞∑

i=2m
xiwi−1⋯wi−2mei−2m.

Suppose there exist a natual number n such that x2n ≠ 0, then

‖‖‖‖‖‖‖
T∗2nx

x2nw2n−1⋯w0
− e0

‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

i=2n+1

xiwi−1⋯wi−2n
x2nw2n−1⋯w0

ei−2n
‖‖‖‖‖‖‖

2

=
∞∑

i=2n+1
(
wi−1⋯wi−2n
w2n−1⋯w0

)
2|||||||
xi
x2n

|||||||

2
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= 1
w2
0w

2
1

∞∑

i=0
(
wi+1⋯wi+2n
w2⋯w2n−1

)
2|||||||
xi+2n+1
x2n

|||||||

2

= 1
w2
0w

2
1

∞∑

i=0
(
wi+2⋯wi+2n−1
w2⋯w2n−1

)
2

w2
i+2nw

2
i+1

|||||||
xi+2n+1
x2n

|||||||

2

≤
�2�
w2
0w

2
1

∞∑

i=0
w2
i+2n

|||||||
xi+2n+1
x2n

|||||||

2

.

As we know {wn}n∈ℕ ∈ l2, so for all � > 0 there exists an integer J such that∑∞
i=J w

2
i < �. Also since {|xi|} are bounded, choose K ≥ J such that x2K =

sup
i≥2J+1

{|xi|}. Thus

‖‖‖‖‖‖‖
T∗2Kx

x2Kw2K−1⋯w0
− e0

‖‖‖‖‖‖‖

2

≤
�2�
w2
0w

2
1

∞∑

i=0
w2
i+2K

|||||||
xi+2K+1
x2K

|||||||

2

≤
�2�
w2
0w

2
1

∞∑

i=0
w2
i+2K < C�,

here C is a constant and this implies that e0 ∈ ℳ.
As for each n ≥ 0,

y = T∗2nx − x2nw2n−1⋯w0e0 =
∞∑

i=2n+1
xiwi−1⋯wi−2nei−2n ∈ ℳ,

therefore whenever x2n+1 ≠ 0 we have

‖‖‖‖‖‖‖
y

x2n+1w2n⋯w1
− e1

‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

i=2n+2

xiwi−1⋯wi−2n
x2n+1w2n⋯w1

ei−2n
‖‖‖‖‖‖‖

2

=
∞∑

i=2n+2
(
wi−1⋯wi−2n
w2n⋯w1

)
2|||||||

xi
x2n+1

|||||||

2

= 1
w2
1

∞∑

i=2n+2
(
wi−2n⋯wi−1
w2⋯w2n

)
2|||||||

xi
x2n+1

|||||||

2

= 1
w2
1

∞∑

i=0
(
wi+2⋯wi+2n+1
w2⋯w2n

)
2|||||||
xi+2n+2
x2n+1

|||||||

2

= 1
w2
1

∞∑

i=0
(
wi+2⋯wi+2n
w2⋯w2n

)
2

w2
i+2n+1

|||||||
xi+2n+2
x2n+1

|||||||

2

.

Then applying the same procedure as done for e0, it can be shown that e1 ∈ ℳ.
Proceeding in thismanner, we can show that ei ∈ ℳ for every i ∈ ℕ, and hence⋁∞

i=0{ei} ⊆ ℳ. Moreover,ℳ ⊆ ℋ =
⋁∞

i=0{ei}, thereforeℳ = ℋ.
This completes the proof. �
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Now we will work with second class of weight as considered in [13]. Let
{wn}n∈ℕ be a sequence of non-zero real numbers such that

wn+1 ≤ wn for all n ≥ 0 and {wn}n∈ℕ ∈ l2. (3.4)

Theorem3.10. Let theweight sequence {wn}n∈ℕ satisfy Condition (3.4). Suppose
ℳ is a proper in�nite-dimensional subspace ofℋ invariant under T∗2. Then,ℳ
has one of the following forms:
(i). ℳ =

⋁∞
i=0{e2i+t} for t = 0, 1.

(ii). ℳ = M2n+1+t ⊕
⋁∞

i=n+1+t{e2i+1−t} for some n ≥ 0 and t = 0, 1.

Proof. As in the proof of Theorem 3.9, here also we divide the proof in �ve
cases based on the non-zero coe�cients of elements ofℳ.

Case 1. First we assume that there exists an x ∈ ℳ such that x =
∑∞

i=0 x2ie2i,
where in�nitely many x2i’s are non-zero, then we claim that

⋁∞
i=0{e2i} ⊆ ℳ.

First we will show that e0 ∈ ℳ. Now for allm ≥ 1, we have

T∗2mx =
∞∑

i=m
x2iw2i−1⋯w2i−2me2i−2m.

Suppose there exist a natural number n such that x2n ≠ 0, then
‖‖‖‖‖‖‖

T∗2nx
x2nw2n−1⋯w0

− e0
‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

i=n+1

x2iw2i−1⋯w2i−2n
x2nw2n−1⋯w0

e2i−2n
‖‖‖‖‖‖‖

2

.

Since {wn}∞n=0 is monotonically decreasing, then w2i−j−1

w2n−j
≤ 1 whenever i ≥

n + 1, 1 ≤ j ≤ 2n − 1. Now, we have
‖‖‖‖‖‖‖

∞∑

i=n+1

x2iw2i−1⋯w2i−2n
x2nw2n−1⋯w0

e2i−2n
‖‖‖‖‖‖‖

2

=
∞∑

i=n+1

|||||||
x2iw2i−1⋯w2i−2n
x2nw2n−1⋯w0

|||||||

2

≤
∞∑

i=n+1

|||||||
x2i
x2n

|||||||

2

(
w2i−1
w0

)
2

.

As we know {wn}n∈ℕ ∈ l2, so for all � > 0, there exists an positive integer

J such that
∑∞

i=J
w2
2i−1

w2
0

< � and since {|x2i|} are bounded, choose an positive

integer K ≥ J such that x2K = max
i≥J

{|x2i|}.

Thus, we have
‖‖‖‖‖‖‖

T∗2Kx
x2Kw2K−1⋯w0

− e0
‖‖‖‖‖‖‖

2

≤
∞∑

i=K+1

|||||||
x2i
x2n

|||||||

2

(
w2i−1
w0

)
2

< � as K → ∞.

Since the sequence {T∗2Kx∕x2Kw2K−1⋯w0} converges in ℳ to e0, this im-
plies that e0 ∈ ℳ.
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As for each n ≥ 0,

y = T∗2nx − x2nw2n−1⋯w0e0 =
∞∑

i=n+1
x2iw2i−1⋯w2i−2ne2i−2n ∈ ℳ,

therefore whenever x2n+2 ≠ 0, we have

‖‖‖‖‖‖‖
y

x2n+2w2n+1⋯w2
− e2

‖‖‖‖‖‖‖

2

=
‖‖‖‖‖‖‖

∞∑

i=n+2

x2iw2i−1⋯w2i−2n
x2n+2w2n+1⋯w2

e2i−2n
‖‖‖‖‖‖‖

2

.

Then by the same procedure as done for e0, we can show that e2 ∈ ℳ.
Proceeding in this manner we can show that e2i ∈ ℳ for every i ∈ ℕ, and
hence

⋁∞
i=0{e2i} ⊆ ℳ. Moreover, ifℳ ⊆

⋁∞
i=0{e2i} such that T∗2ℳ ⊆ ℳ, then

ℳ =
⋁∞

i=0{e2i}.
The rest of the following cases can be dealt with using arguments similar to

the ones used in Case 1. For completion, we note the cases and the various
forms thatℳ assume in their.

Case 2. Suppose there exists an x ∈ ℳ such that x =
∑∞

i=0 x2i+1e2i+1, where
in�nitely many x2i+1’s are non-zero. Then,ℳ =

⋁∞
i=0{e2i+1}.

Case 3. Suppose there exists anx ∈ ℳ such thatx =
∑n

i=0 x2i+1e2i+1+
∑∞

i=0 x2ie2i,
where in�nitely many x2i’s are non-zero. Then,ℳ = M2n+1 ⊕

⋁∞
i=n+2{e2i}.

Case 4. Suppose there exists anx ∈ ℳ such thatx =
∑n

i=0 x2ie2i+
∑∞

i=0 x2i+1e2i+1,
where in�nitely many x2i+1’s are non-zero. Then,ℳ = M2n ⊕

⋁∞
i=n{e2i+1}.

Case 5. Suppose there exists anx ∈ ℳ such thatx =
∑∞

i=0 xiei, where in�nitely
many xi’s are non-zero. Then,ℳ = ℋ.

This completes the proof. �

Theorem 3.11. Let the weights satisfy either Condition (3.1) or Condition (3.4)
andℳ ⊆ ℋ be anon-zero proper in�nite-dimensional subspace such thatT∗3ℳ ⊆
ℳ. Thenℳ can have one of the following forms:
(i) ℳ =

⋁∞
i=0{e3i+t} for t ∈ {0, 1, 2}.

(ii) ℳ =
⋁n

i=0{e3i+r}
⨁⋁m

i=0{e3i+s} for r, s ∈ {0, 1, 2}, r ≠ s such that n andm
cannot be both �nite.

(iii) ℳ = M3l+2
⨁⋁n

i=l+1{e3i+r}
⨁⋁m

i=l+1{e3i+s} for r, s ∈ {0, 1, 2}, r ≠ s, and
l ≥ 0 such that n andm cannot be both �nite.

Proof. If theweights satisfy conditions (3.1) or (3.4), thenwe obtain the desired
forms forℳ by using the similar techniques as we used in the proof of Theorem
3.9 and Theorem 3.10 respectively. �

Our �nal result of this section is a characterization of in�nite-dimensional
subspaces ofℋ that are jointly invariant under T∗2 and T∗3.
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Theorem 3.12. Let the weights satisfy either Condition (3.1) or Condition (3.4)
andℳ ⊆ ℋ be an in�nite-dimensional joint-invariant subspace of T∗2 and T∗3.
Thenℳ = ℋ.

Proof. Sinceℳ is invariant under both T∗2 and T∗3, therefore it is easy to see
that T∗jℳ ⊆ ℳ for all j ≥ 2. As ℳ is in�nite-dimensional, there exist an
x ∈ ℳ such that x =

∑∞
i=0 xiei, where in�nitely many xi’s are non-zero. Now,

depending on the conditions on the weights (3.1) or (3.4), we can use the same
proof of [13] or [19] respectively to show that

⋁∞
i=0{ei} ⊆ ℳ. Hence,ℳ = ℋ.

This completes the proof. �

4. Final remarks and results on Unicellular operators
Remark4.1. For i ≥ 2, the techniqueweused for characterizing ann-dimensional
non-cyclic T∗i-invariant subspace involves partitioning n into k (2 ≤ k ≤ i) num-
ber of T∗i-invariant cyclic subspaces. Even for i = 3, this technique resulted in
many tedious calculations in the proof of Theorem 2.7. Now if i gets larger, then
the choices of partitioning n into k (2 ≤ k ≤ i) numbers also increases, due to
which it does not seem feasible to apply the same technique for i ≥ 4. It will be
interesting to �nd new techniques to tackle the problem when the number i gets
larger.

Remark 4.2. As demonstrated in Sections 2 and 3, weights have no bearing on
our characterization of �nite-dimensional invariant subspaces of the operators
T∗2 and T∗3, but they are crucial for the in�nite-dimensional cases. Interestingly,
the lattice structure of the invariant subspaces of T∗2 and T∗3 is the same (Theo-
rem 3.9, 3.10 and 3.11) for two independent classes of weights that we have con-
sidered. There are numerous more su�cient conditions on the weights {wn}n∈ℕ
for the weighted shift to be unicellular, see [5, 6, 8, 9, 10, 16, 17, 18, 22]. So the �rst
critical question is whether the lattice structure of the invariant subspaces of T∗2
and T∗3 remains the same for these other weights also? And, if the answer to this
question is a�rmative, then developing a single strategy that works for all these
weight classes will be an extremely interesting problem to work on.

For the forward weighted shift T, it is easy to deduce that operators T2 or T3
are not unicellular. In [9] and [10], it is proved that for someunicellular forward
weighted shifts T and polynomials p, the operators p(T) are also unicellular. In
[9], the authors proved that if {wn} is monotonically decreasing and converges
to 0 such that

∑∞
n=0 n

2w2
n < ∞, then T is unicellular and the operators T(I +

T)m−1,
∑n

i=1 T
i, and

∑n
i=1 i

mTi for m, n ∈ ℕ are also unicellular. Working on
the similar kind of problems, the authors in [10] proved that if wn = rn for
some 0 < r < 1, then the operator T + T2 remains unicellular. This motivated
us to ask if T is a given unicellular operator, then for which polynomials p and
analytic functions f the operators p(T) and f(T) are also unicellular?

We have a partial answer to this problem. To give it, we need the following
well-established result from [16].
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Theorem 4.3 ([16], Theorem 2.14). If f is analytic and one-to-one on an open
set containing �(�(A)), then Lat A= Lat f(A).

We use it to obtain the following interesting result:

Corollary 4.4. Let A be a quasinilpotent unicellular operator. Let f be an ana-
lytic function on an open set containing the origin such that f′(0) ≠ 0. Then f(A)
is also unicellular.

Proof. It is given that �(A) = {0}, then the resolvent set �(A) = ℂ ⧵ {0}.
Since the resolvent of the operator A contains no bounded components, then
�(�(A)) = {0}.

In complex analysis, it is a routine exercise to show that if the derivative of
an analytic function is non-zero at a point, say z0, then there exists a neigh-
bourhood around z0 where the function is one to one. According to the given
hypothesis, let f be a analytic function on an open set containing the origin and
f′(0) ≠ 0, then there exist a set around the origin, say U, such that f|U is one
to one. Moreover, �(�(A)) ⊂ U, then using Theorem 4.3, we have Lat A = Lat
f(A). Hence f(A) is also unicellular. �

Note that for m, n ∈ ℕ, the functions f(z) = z(1 + z)m−1, g(z) =
∑n

i=1 z
i,

and ℎ(z) =
∑n

i=1 i
mzi all satisfy the hypotheses of Corollary 4.4. Also, the for-

ward weighted shifts considered in [9] and [10] are unicellular and therefore
are quasinilpotent. Hence, the results from [9] and [10] follow from our Corol-
lary 4.4. As a result, Corollary 4.4 not only extends the results of [9] and [10]
to the entire class of unicellular forward weighted shifts, but it also provides a
simpler proof of their results.

Finally, we note that the conditions of Corollary 4.4 are not necessary for
p(T) to be unicellular. For example, if V is a Volterra operator

V ∶ Lq[0, 1] → Lq[0, 1], q ∈ [1,∞) such that (Vf)(x) = ∫
x

0
f(x)dx.

Then V is unicellular with �(V) = {0}. Moreover, Vn is also unicellular for all
n ∈ ℕ (see [4]) but p(z) = zn does not satisfy the conditions of Corollary 4.4.
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