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K-theory equivariant with respect
to an elementary abelian 2-group

William Balderrama

Abstract. We compute theRO(A)-graded coe�cients ofA-equivariant com-
plex and real topological K-theory for A a �nite elementary abelian 2-group,
togetherwith all products, transfers, restrictions, power operations, andAdams
operations.
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1. Introduction
Fix a �nite elementary abelian 2-group A, that is, A ≅ (ℤ∕2)n for some

n. The purpose of this paper is to provide a reference for the structure of A-
equivariant complex and real topologicalK-theory. Geometrically, this gives in-
formation about stable classes ofA-equivariant vector bundles overA-represen-
tation spheres. Homotopically, this gives information about A-equivariant sta-
ble homotopy theory at chromatic height 1.

We are not the �rst to study this. In particular, the additive structure of
�⋆KUA is known: Karoubi [Kar02] has described the groups �⋆KUG for any
�nite group G, and the particular case G = (ℤ∕2)n was revisited by Hu–Kriz
[HK06]. Moreover, the coe�cients of KOC2 were computed by Crabb–Steer
[CS75], Guillou–Hill–Isaksen–Ravenel have analyzed the connective analogue
koC2 [GHIR20], and (KOC2)

∧
2 was studied in [Bal21]. We are then interested in

the descent toKOA for generalA and thewealth of additional structure present,
including products, transfers, restrictions, power operations, and Adams oper-
ations.

Though our computation gives ostensibly geometric information about vec-
tor bundles, our motivation is homotopical. Classically, KO has an in�nite
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Hurewicz image, and its Bott periodicity re�ects v1-periodicity in stable ho-
motopy theory. This re�nes to equivariant Bott periodicity for Spin representa-
tions, which give a richweb of periodicities in�⋆KOA, and these suggest a simi-
larly richweb of periodicities inA-equivariant stable homotopy theory. Sharper
informationmaybe obtained by considering theA-equivariant J-spectrum JA =
Fib

(
 3 − 1∶ (KOA)(2) → (KOA)(2)

)
. Our computation gives information nec-

essary to understand JA, although we shall not pursue this further. When A =
C2, we note that the additive structure of �⋆(JC2)

∧
2 may be recovered fromwork

of Adams on the K-theory of projective spaces [Ada62], and has been studied
in the guise of the C2-equivariant J-homomorphism by several people [Lö78,
Cra80, Min83], with an analysis of the ring structure appearing in [Bal21].

Wewere led to this computation by a di�erent path. Recently, Gepner–Meier
[GM20] have produced a fully integral theory of equivariant elliptic cohomol-
ogy for abelian compact Lie groups, building on work of Lurie [Lur09, Lur19];
this produces good analogues of equivariant K-theory at chromatic height 2.
We were initially led to study A-equivariant K-theory as we were investigating
equivariant elliptic cohomology and found that even the height 1 computations
we wished to consult did not exist. From this perspective, �⋆KUA and �⋆KOA
give the A-equivariant analogues of those height 1 patterns which are found
across chromatic computations at p = 2. A good understanding of these pat-
terns is necessary for work at higher heights, and this motivated the present
work.

We summarize the structure of �⋆KUA in Subsection 2.1, and of �⋆KOA in
Subsection 3.1.

1.1. Conventions. Wewillmaintain the following conventions throughout the
paper.

(1) We write A∨ for the dual space of A. Thus
A∨ ≅ Hom(A, C2) ≅ Hom(A,U(1)),

with corresponding isomorphisms ℤ[A∨] ≅ RO(A) ≅ RU(A). We write the
group structure onA∨ multiplicatively, and refer to its elements as functionals.
Given K, L ⊂ A∨, we write K + L ⊂ A∨ for the smallest subgroup containing
K ∪ L.

(2) The symbols �, �, �, � are understood to range through linearly indepen-
dent functionals on A. Thus for instance “ℤ[x�,�]” would be shorthand for
“ℤ[x�,� ∶ �, � ∈ A∨ linearly independent]”.

(3) Similarly, the symbol H ranges through the rank 2 subgroups of A∨, and
the symbol E ranges through the rank 3 subgroups of A∨.

(4) Given functionals �1, … , �n ∈ A∨, we shall write ⟨�1, … , �n⟩ ⊂ A∨ for the
subgroup generated by �1, … , �n.

(5) Finally, given a codimension 1 subgroup j ∶ ker(�) ⊂ A, there is an A-
equivariant co�ber sequence

A∕ker(�)+ S0 S��� ,
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where the �rst map sends A∕ker(�) to the non-basepoint of S0 and the second
map is the inclusion of poles. Smashing this with an A-equivariant spectrum
RA gives rise to the long exact sequence

⋯ �j∗(⋆)Rker(�) �⋆RA �⋆−�RA �j∗(⋆−�)Rker(�) ⋯j! �� j∗

with j∗ the restriction and j! the transfer, and we shall freely make use of the
resulting equalities

ker(j∗∶ �⋆RA → �j∗⋆Rker(�)) = Im(�� ∶ �⋆+�RA → �⋆RA),
ker(�� ∶ �⋆+�RA → �⋆RA) = Im(j!∶ �j∗(⋆+�)Rker(�) → �⋆+�RA).

2. Complex K-theory
2.1. Summary. For ease of reference, we gather the result of our computation
in one place.

Theorem 2.1. The coe�cients of KUA behave as described in this subsection.

The proof is spread throughout the rest of this section, glued together as de-
scribed below.

2.1.1. Generators. We begin by describing a set of multiplicative generators
for �⋆KUA.

There are three basic types of invertible elements in �⋆KUA arising from
equivariant Bott periodicity. Following Atiyah [Ati68], for every orthogonal A-
representation V admitting a Spinc structure, there is an invertible Bott class
bV ∈ �VKUA; to be precise, we shall take the Bott class denoted there by �V .
In particular, let � = b2 ∈ �2KUA be the standard Bott class, and de�ne the
following Thom classes. First, for every nontrivial functional � ∈ A∨, the or-
thogonal representation 2� = � ⊗ ℂ admits a complex structure, and we set
�2� = � ⋅ b−12� . Next, for every rank 3 subgroup E ⊂ A∨, the orthogonal represen-
tation

∑
�∈E � admits a Spin structure, and we set �E = �4 ⋅ b−1Σ�∈E�. Let us agree

to call any class in �⋆KUA which is a product of classes of the form �±1, �±2� ,
and �E , a Bott class.

There are two basic types of noninvertible elements in �⋆KUA. First are
classes obtained from the case where A is cyclic: for each nontrivial functional
� ∈ A∨, there is a class �� ∈ �−�KUA obtained as the Hurewicz image of
the class in �−�SA represented by the inclusion of poles S0 → S�. Second are
classes present only when A is of rank at least 2: for each rank 2 subgroupH ⊂
A∨, there is a unique class kH ∈ �4−Σ�∈H�KUA such that 2kH = tr(1), where
tr∶ �0KU → �4−Σ�∈H�KUH is the transfer. Wewill constructkH in Lemma2.16.

We also give names to the following elements of �0KUA:
d� = �2��

−2
� �, �� = 1 − d�, ℎ� = 1 + ��.

Under the isomorphism�0KUA ≅ RU(A), the class �� corresponds to the char-
acter � ⊗ ℂ, and ℎ� = ℂ[A∕ker(�)].
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2.1.2. Basis. If ��KUA ≠ 0, then there is a nonzero class x ∈ ��KUA of the
form

x = ��1⋯��n ⋅ t ⋅ kH1⋯kHm

satisfying the following conditions. WriteK = H1+⋯+Hm andL = ⟨�1, … , �n⟩.
Then

(1) �1, … , �n ∈ A∨ are linearly independent;
(2) t is a Bott class;
(3) K is of rank 2m;
(4) K ∩ L = 0.

We shall call such a monomial a basic monomial, and refer to the classes rep-
resented by basic monomials as basic generators. These representations are not
unique. We now have ��+1KUA = 0 and

��KUA = ℤ{x} ⊗ RU(A)∕ ((�� + 1) ∶ � ∈ {�1, … , �n}, (�� − 1) ∶ � ∈ K)
as �0KUA-modules. This is largely a reinterpretation of the computation of
�⋆KUA by Hu–Kriz [HK06], as we will explain in Subsection 2.3.

Remark 2.2. By relation R.9 below, one may always suppose a basic generator
is represented by a basic monomial as above satisfying n ≤ 2. Alternately, if
n ≠ 0, then one may supposem = 0.

Example 2.3. If � = 3 − � − � − �� − � − ���, then ��KUA is generated by
the basic monomial x = �������⟨�,�,�⟩�−2�� �

−2
�� .

2.1.3. Relations. Themultiplicative structure of�⋆KUA is determined by the
following:

R.1 All basic monomials (2.1.2) in the same degree give the same class;
R.2 ��ℎ� = 0, or equivalently, ���� = −��;
R.3 d�� = d� + d� − d�d�, or equivalently, ��� = ����;
R.4 ������� = 0;
R.5 ��kH = 0 for � ∈ H;
R.6 k⟨�,�⟩k⟨�,�⟩ = 2�⟨�,�,�⟩�−2�� �−2���k⟨�,��⟩ − �����������2��

2;
R.7 k2⟨�,�⟩ = �2��

2
��2��ℎ�ℎ�.

This will be shown in Subsection 2.4.

Example 2.4. We record the following special cases of R.1:
R.8 �2⟨�,�,�⟩ = �2��

2
��2��2���

2
���

2
���2���;

R.9 �������⟨�,�,�⟩� = �����2��
2
��2�k{1,��,��,��};

R.10 �⟨�,�,�⟩�2���
2
���k⟨�,�⟩k⟨�,�⟩ = �⟨�,�,�⟩�2��

2
��k⟨�,��⟩k⟨��,�⟩;

R.11 �����⟨�,��,�⟩�2���
2
��k⟨���,�⟩ = �������⟨�,�,�⟩�2����

2
����k⟨�,�⟩.

Here, R.11 is redundant, being implied by R.9. It is plausible that R.1 could be
replaced by someminimal set of relations such as these, but we shall not pursue
this.
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Remark 2.5. R.6 may written as k⟨�,�⟩k⟨�,�⟩ = ℎ� ⋅ �⟨�,�,�⟩�−2�� �−2���k⟨�,��⟩, al-
though this is no longer symmetric.

Remark 2.6. It is interesting to observe that relations R.2 and R.3 do not im-
ply R.4, but do imply 2������� = 0, and that this is all that holds in �⋆KOA
(Section 3).

2.1.4. Restrictions. Fix a second elementary abelian 2-group B. For any ho-
momorphism g∶ A → B there is a restriction

g∗∶ �⋆KUB → �g∗⋆KUA.
This is determined by the following.

(1) g∗ is a ring homomorphism;
(2) g∗ preserves Bott classes;
(3) g∗(��) = �g∗�, with the understanding that �1 = 0;
(4) If g∨H ⊂ A∨ is of rank 2, then g∗(kH) = kg∨H ; if g∨H ⊂ A∨ is cyclic

with generator �, then g∗(kH) = �2�ℎ�; and if g∨H ⊂ A∨ is trivial then
g∗(kH) = 2.

Here, (4) holds by Lemma 2.16 and the de�nition of kH , and the rest are clear.

Example 2.7. Let j ∶ ker(�) ⊂ A. Then j∗(�⟨�,�,�⟩) = �2j∗(�)�
2
j∗(�)�

2
j∗(��).

2.1.5. Transfers. To any subgroup inclusion j ∶ L ⊂ A, there is a transfer
j!∶ �j∗⋆KUL → �⋆KUA. These are transitive, so to describe their e�ect it is
su�cient to consider the case where L = ker(�) is a codimension 1 subgroup.
Now j! is determined by the following.

T.1 j! is �⋆KUA-linear, i.e. j!(x ⋅ j∗(y)) = j!(x) ⋅ y for x ∈ �j∗⋆KUker(�) and
y ∈ �⋆KUA;

T.2 j!∶ �0KUker(�) → �0KUA satis�es j!(1) = ℎ� ∈ �0KUA;
T.3 j!∶ �2−2j∗�KUker(�) → �2−�−��KUA satis�es j!(�2j∗�) = ������;
T.4 j!∶ �2−2j∗�KUker(�) → �3−�−�−��KUA satis�es j!(�2j∗�) = k⟨�,�⟩.

This will be shown in Subsection 2.5.

Example 2.8.
T.5 j!∶ �0KUker(�) → ��−��+�−��KUA is determined by T.1 and T.4; as 1 =

j∗(�−1⟨�,�,�⟩�
2
���

2
���

2
��), it satis�es j!(1) = �−1⟨�,�,�⟩�

2
���

2
��k⟨�,��⟩.

2.1.6. Weyl action. For any subgroup j ∶ L ⊂ A, there is an action of the
Weyl group WAL = A∕L on �j∗⋆KUL. Together with all the preceding, this
makes the collection {�⋆KUL ∶ L ⊂ A} into an RO(A)-graded Green functor
[Gre71, LM06]. To describe this action we may reduce to the case where L =
ker(�) is a codimension 1 subgroup, so that WAL is cyclic with generator Q.
Now Q acts by

Qx = j∗j!(x) − x.
This is merely a reformulation of the double coset formula.
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Example 2.9. If � = i∗(�) for any section i ∶ A → L and � ∈ RO(L), then Q
acts trivially on �j∗�KUL = ��KUL. On the other hand,

(1) Q acts on�j∗(2−�−��)KUL = ℤ{�2j∗�}⊗RU(L) asmultiplication by−�j∗�
(T.3);

(2) Q acts on �j∗(3−�−�−��)KUL = ℤ{�2j∗�} ⊗ RU(L) as multiplication by
�j∗� (T.4).

2.1.7. Power operations. EquivariantK-theory is equippedwith power oper-
ations, as constructed by Atiyah [Ati66]. From this, one may produce for every
subgroup j ∶ L ⊂ A a multiplicative norm map

j⊗∶ �⋆KUL → �j!⋆KUA.
Togetherwith all the preceding, these normsmake {�⋆KUL ∶ L ⊂ A} into some
�avor of Tambara functor [Tam93, AB18], although we shall not make use of
this formalism. By transitivity, to describe this it is su�cient to instead describe
the external squaring operation

Sq∶ �⋆KUA → �⋆(1+�)KUA×C2 ,
where � denotes the generating functional on C2. This is determined by the
following.

(1) Sq(xy) = Sq(x) Sq(y);
(2) Sq(x + y) = Sq(x) + Sq(y) + tr(xy), where tr is the transfer;
(3) Sq preserves Bott classes;
(4) Sq(��) = �����;
(5) Sq(k⟨�,�⟩) = �⟨�,�,�⟩�−4� (�� + �� + ��� + ��).

Here, (1) and (2) are general properties of Sq, and the rest will be computed in
Subsection 2.6.

Remark 2.10. Regarding (3), explicitly we have
Sq(�) = �−2� �2, Sq(�2�) = �2��

2
���

−2
� ,

Sq(�⟨�,�,�⟩) = �⟨�,�,��⟩�⟨�,�,�⟩�⟨�,�,�⟩�−2� �−2� �−2���
−8
� ,

where the last monomial is noncanonical though the class itself is not.

2.1.8. Adams operations. Fix an odd integer l. Then the Adams operation
 l acts on �⋆KUA[

1
l
] by ring automorphisms [HK82], and is given on genera-

tors by the following.
(1)  l(�) = l�.
(2)  l(�2�) = �2�(1 +

1
2
(l − 1)d�).

(3)  l(�E) = �E(1 +
1
8
(l2 − 1)∑�∈E⧵{1} d�).

(4)  l(��) = ��.
(5)  l(kH) = kH .
Here, (1) is standard and (4) is clear; (2) is pulled back from Lemma 2.14

along �∶ A → C2, and we will see (3) in Lemma 2.15 and (5) in Lemma 2.16.
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Example 2.11.  −1(�2�) = �2��� and  
−1(�E) = �E .

Remark 2.12. Using R.3, one may write  l(�⟨�,�,�⟩) = �⟨�,�,�⟩ ⋅ x where

x = 1+ 1
2
(l2−1)(d�+d�+d�)−

1
4
(l2−1)(d�d�+d�d�+d�d�)+

1
8
(l2−1)d�d�d�.

This concludes our statement of Theorem 2.1.

2.2. Low ranks. Let � be the generating functional of C2. We begin by con-
sidering KUC2 ; here we omit the subscript � from the classes in �⋆KUC2 intro-
duced in Subsubsection 2.1.1. For this material see also [Bal21].

Lemma 2.13. �⋆KUC2 = ℤ[�±1, �±2, �]∕(� ⋅ ℎ).

Proof. As in Subsection 1.1, there is a C2-equivariant co�ber sequence

C2+ → S0 → S�

giving rise to a long exact sequence

⋯ �⋆+�KUC2 �⋆KUC2 �|⋆|KU �⋆+�−1KUC2 ⋯� res tr .

In particular, there is a short exact sequence

0 �0KU �0KUC2 �−�KUC2 0tr �
.

As tr(1) = ℂ[C2] = ℎ, we have �⋅ℎ = 0. This sequence also implies�−�KUC2 =
ℤ{�}, and the lemma follows. �

Lemma 2.14. The Adams operation  l for l odd acts on �⋆KUC2[
1
l
] by multi-

plicative automorphisms, and is given on generators by

 l(�) = l�,  l(�−2) = �−2(1 + 1
2
(l−1 − 1)d),  l(�) = �.

Proof. As �⋆KUC2[
1
l
] embeds into �⋆(KUC2)

∧
2 , it su�ces to show these iden-

tities hold after 2-completion. In [Ada62, Theorem 7.3], Adams computes the
K-theory of stunted real projective spaces, togetherwith their action by l. This
computation shows that the completion map

�∗+2�KUC2 → KU−∗(P∞2 ) ≅ lim
n→∞

KU−∗(Pn2 ),

where Pn2 = ℝPn∕ℝP1, is an isomorphism after 2-completion. Thus Adams’
computation gives us the action of  l on �⋆(KUC2)

∧
2 , after noting that his �̄

(1)

corresponds to our −�−2� and his �(2) corresponds to our �−2�d. �

We also record the following here.
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Lemma 2.15. Suppose thatA is of arbitrary rank, and �x an odd integer l. Then
the action of  l on �⋆KUA[

1
l
] satis�es

 l(�E) = �E
⎛
⎜
⎝
1 + 1

8
(l2 − 1)

∑

�∈E⧵{1}
d�

⎞
⎟
⎠
.

Proof. Write � = 8 −∑
�∈E �. The joint restriction map

��KUA →
∏

i ∶ L⊂A,
L cyclic

�i∗�KUL

is an injection, so it is su�cient to verify the stated formula for  l after restric-
tion to any cyclic subgroup of A. This now follows from Lemma 2.14. �

Now suppose that A is of rank 2.

Lemma 2.16. Write � = 4 −∑
�∈A∨ �. Then

��KUA = ℤ{k}, ��+1KUA = 0,

where k satis�es the following properties. Choose any j ∶ ker(�) ⊂ A∨. Identify
ker(�) ≅ C2, and write i ∶ 1 ⊂ C2. Note j∗(�) = 2− 2�, where � is the generating
functional on C2.

(1) k = j!(�2), where j!∶ �2−2�KUC2 → ��KUA;
(2) 2k = tr(1), where tr∶ �0KU → ��KUA is the transfer;
(3) k restricts to 2 in �0KU;
(4)  l(k) = k in �⋆KUA[

1
l
];

(5) k restricts to �2ℎ in �2−2�KUC2 .

Proof. (1) Choose � ∈ A∨ linearly independent from �, so that A∨ = ⟨�, �⟩.
The co�bering

A∕ker(�)+ ⊗ S�−� → S�−� → S� ,
gives a short exact sequence

0 ��+(1−�)KUA �2−2�KUC2 ��KUA 0j∗ j! .

As � + (1 − �) = −� − �� + (4 − 2�), we may identify

��+(1−�)KUA = �−�−��KUA ⊗ℤ{�2��} = ℤ{������2��}.

As
�2−2�KUC2 = ℤ{�2, �2�}, j∗(������2��) = �2�,

it follows that ��KUA = ℤ{k} where k = j!(�2). The same co�bering shows
also ��+1KUA = 0.
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(2) Note that i!∶ �0KU → �2−2�KUC2 satis�es i!(1) = i!(i∗(�2)) = �2 ⋅
i!(i∗(1)) = �2ℎ. By transitivity and the short exact sequence used for (1), it
follows that tr∶ �0KU → ��KUA satis�es

tr(1) = j!i!(1) = j!(�2ℎ) = j!(2�2) = 2k.
(3) This follows from the double coset formula, because A acts trivially on

�(ji)∗(�)KU.
(4) 2k is in the Hurewicz image by (2), so is �xed by  l. Thus the same is

true for k.
(5) As k is �xed by  −1, its restriction to �2−2�KUC2 lands in the �xed sub-

moduleH0({ ±1}; �2−2�KUA) = ℤ{�2ℎ}. Thus j∗(k) = l ⋅ �2ℎ for some integer
l, and l = 1 by (3). �

For more general A, we obtain the class kH ∈ �4−Σ�∈H�KUA by restriction
along A → H∨.

2.3. Basis. Now let A be an arbitrary �nite elementary abelian 2-group. The
structure of �⋆KUA was investigated by Hu–Kriz in [HK06]; part of their argu-
ment can be understood as a constructive proof of the following.

Lemma 2.17. Every � ∈ RO(A)may be written in the form � = �+S+V,where
(1) � ∈ {0, 1}.
(2) S is a sum of virtual representations of the form ±2� and ±∑

�∈E �. In
particular, S is KU-orientable.

(3) V is of the form V = ∑
1≤i≤n �i +

∑
1≤j≤m

∑
�∈Hj

�, where
(a) �1, … , �n ∈ A∨ are linearly independent;
(b) H1, … ,Hm ⊂ A∨ are of rank 2 and H1 +⋯ + Hm ⊂ A∨ is of rank

2m;
(c) ⟨�1, … , �n⟩ ∩ (H1 +⋯+Hm) = 0.

Proof. This is contained within the proof of [HK06, Theorem 1], so let us just
explain how to translate their work to the present context. Let I ⊂ RO(A) be
the subgroup generated by the trivial representation together with elements of
the form S given in (2). Then we are claiming that every element of RO(A)∕I is
equivalent to one of the form V given in (3).

Additively, we may identify RO(A)∕ℤ{1} ≅ ℤ[A∨ ⧵ {1}], and there is a se-
quence of surjections

RO(A) → F2[A∨ ⧵ {1}] → RO(A)∕I.
Choose a basis A∨ ≅ F2{�1, … , �p}. Then F2[A∨ ⧵ {1}] corresponds to the set of
hypergraphs on {�1, … , �p} used in [HK06]. There it is shown that every hyper-
graph on {�1, … , �p} is equivalent inRO(A)∕I to a disjoint union of hypergraphs
on subsets of {�1, … , �p} of cardinality at most 2. The only hypergraphs on a set
{�, �} with two elements are, in additive notation,

0, �, �, ��, � + �, � + ��, � + ��, � + � + ��,
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and a disjoint union of these is, up to adding a multiple of the trivial represen-
tation, of the form V given in (3). �

Recall that a basicmonomial is amonomial of the form��1⋯��n ⋅t⋅kH1⋯kHm
where �1, … , �n are linearly independent, t is a Bott class, H1 + ⋯ + Hm is of
rank 2m, and ⟨�1, … , �n⟩ ∩ (H1 +⋯+Hm) = 0, and that a basic generator is a
class which may be represented by a basic monomial.

Proposition 2.18. Fix � ∈ RO(A), and suppose that ��KUA ≠ 0.
(1) ��+1KUA = 0;
(2) ��KUA is a cyclic RU(A)-module generated by a basic generator x;
(3) Choose a presentation x = ��1⋯��n ⋅ t ⋅kH1⋯kHm of x by a basic mono-

mial. Then ��KUA = ℤ{x}⊗RU(A)∕(��+1 ∶ � ∈ {�1, … , �n}, ��−1 ∶
� ∈ H1 +⋯+Hm).

Proof. First consider a representationV = ∑
1≤i≤n(−�i)+

∑
1≤j≤m(4−

∑
�∈Hj

�)
satisfying the conditions necessary for y = ��1⋯��nkH1⋯kHm ∈ �VKUA to
be a basic monomial. Write Li andKj for the quotients ofA dual to ⟨�i⟩ andHj,
so that the low rank calculations of Subsection 2.2 imply

�−�iKULi = ℤ{��i }, ��i��i = −��i
and

�4−Σ�∈Hj�KUKj = ℤ{kHj }, ��kHj = kHj ,
the latter for � ∈ Hj. Let C∨ = ⟨�1, … , �n⟩ + H1 +⋯ + Hm ⊂ A∨, and choose
a splitting of the surjection A → C with complementary summand B. Then
the external Künneth ismorphisms of the form �⋆′KUA′ ⊗�∗KU �⋆′′KUA′′ ≅
�⋆′+⋆′′KUA′⊕A′′ imply that

�VKUA = �0KUB ⊗�VKUC = RU(B) ⊗ ℤ{y}

= ℤ{y} ⊗ RU(A)
/

( �� + 1 ∶ � ∈ {�1, … , �n},
�� − 1 ∶ � ∈ H1 +⋯+Hm

)

as �0KUA-modules, and that �V+1KUA = 0. This proves the lemma when
� = V. The general case then follows from Lemma 2.17, which implies that
any � ∈ RO(A) may be written in the form � + S + V where � ∈ {0, 1} and
�SKUA contains a Bott class t. �

We must verify the uniqueness of basic generators.

Lemma 2.19 (R.4). ������� = 0.

Proof. Note that
�−2k⟨�,�⟩ ∈ �−1−�−�−��KUA.

In particular, we have �−1−�−�−��KUA ≠ 0, and thus �−�−�−��KUA = 0 by
Proposition 2.18. This implies ������� = 0. �

Lemma 2.20 (R.9). ������ = �����−1⟨�,�,�⟩�
2
��

2
��2��−1k{1,��,��,��}.
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Proof. Without loss of generality, we may suppose that A is of rank 3. By
Lemma 2.19, the class ������ is in the kernel of restriction to ker(���), and
is therefore divisible by ����. The only possibility is that

������ = l ⋅ �����−1⟨�,�,�⟩�
2
��

2
��2��−1k{1,��,��,��}

for some integer l. After restriction to ker(��) ∩ ker(��) ≅ C2 this becomes
�3 = l ⋅ 2��2�−1,

and thus l = 1 by Lemma 2.13. �

Proposition 2.21. In the situation of Proposition 2.18, the class x is unique.

Proof. Write x = ��1⋯��n ⋅ t ⋅ kH1⋯kHm , and �x another basic generator
x′ = ��′1⋯��′n′ ⋅ t

′ ⋅ kH′
1
⋯kH′

m′
in the same degree, so that we are claiming

x = x′. Without loss of generality we may suppose t = 1.
Note thatn = 0 if and only ifn′ = 0. Indeed, n ≠ 0preciselywhen��⋅x = −x

for some �, and likewise n′ ≠ 0 precisely when �� ⋅ x′ = −x′ for some �. As
both x and x′ generate ��KUA, these conditions agree.

Suppose �rst n = 0. Observe H1 + ⋯ + Hm = {� ∈ A∨ ∶ �� ⋅ x = x}
and H′

1 + ⋯ + H′
m = {� ∈ A∨ ∶ �� ⋅ x′ = x′}. As both x and x′ generate

��KUA, it follows that H1 +⋯+Hm = H′
1 +⋯+H′

m. Thus we may suppose
without loss of generality that A = (H1 +⋯+Hm)∨ is of rank 2m. In this case
��KUA = ℤ{x} = ℤ{x′}, and so x = ±x′. As both x and x′ restrict to 2m in
�0KU, the only possiblity is that x = x′.

Suppose next n ≥ 1. By a repeated application of Lemma 2.20, we may ex-
pand x and x′ into monomials of the form x = ��1⋯��k ⋅ s and x

′ = ��′1⋯��′k ⋅
s′, where �1, … , �k are linearly independent, �′1, … , �

′
k are linearly independent,

and s, s′ are Bott classes. After modifying these by a Bott class we may take
s = 1. Observe that ��′i ⋅ x

′ = −x′ for 1 ≤ i ≤ k. As both x and x′ generate
��KUA, it follows that ��′i ⋅ x = −x; thus we may write �′i = �ni,1⋯�ni,si , where
ni,1, … , ni,si are distinct and si is odd, and in particular, ⟨�′1, … , �

′
k⟩ ⊂ ⟨�1, … , �k⟩.

In the same way we �nd ⟨�1, … , �k⟩ ⊂ ⟨�′1, … , �
′
k⟩, so these subgroups agree.

So we may suppose without loss of generality that A = ⟨�1, … , �k⟩∨ is of rank
k. In this case ��KUA = ℤ{x} = ℤ{x′}, so that x = ±x′, and we must show
that this sign is positive. Let K = ⋂

1≤i<j≤k ker(�i�j) and write j ∶ K ⊂ A for
the inclusion. Write � for the restriction of �1 to K, so that j∗(x) = �k� . By the
decompositions �′i = �ni,1⋯�ni,si , we �nd that j∗(x′) = �k� ⋅ j

∗(s′). As j∗(s′) is
a Bott class in �0KUK , it must be that j∗(s′) = 1, so that j∗(x) = j∗(x′). Thus
the sign in x = ±x′ is positive, and x = x′. �

2.4. Relations. We must now verify the relations of Subsubsection 2.1.3. We
begin with those which are by now clear.

Lemma 2.22.
R.1 There is at most one basic generator in any single degree;
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R.2 ��ℎ� = 0, or equivalently, ���� = −��;
R.3 d�� = d� + d� − d�d�, or equivalently, ��� = ����;
R.4 ������� = 0;
R.5 ��kH = 0 for � ∈ H.

Proof. R.1. This was shown in Proposition 2.21.
R.2. This was shown in Lemma 2.13.
R.3. This follows from �0KUA = RU(A) and the de�nition of the classes

involved.
R.4. This was shown in Lemma 2.19.
R.5. This holds as the relevant degree vanishes by Proposition 2.18, compare

Lemma 2.19. �

This leaves relations R.6 and R.7.

Lemma 2.23 (R.6). k⟨�,�⟩k⟨�,�⟩=2�⟨�,�,�⟩�−2�� �−2���k⟨�,��⟩ − �����������2��
2.

Proof. Without loss of generality we may suppose that A is of rank 3, so that
this product lives in the groupℤ{�⟨�,�,�⟩�−2�� �−2���k⟨�,��⟩}⊗ℤ{1, ℎ�}. As k⟨�,�⟩k⟨�,�⟩
lifts 4 in �0KU, and �� ⋅ k⟨�,�⟩k⟨�,�⟩ = 0 by R.5, it follows that

k⟨�,�⟩k⟨�,�⟩ = ℎ� ⋅ �⟨�,�,�⟩�−2�� �−2���k⟨�,��⟩.

This expands out to the more symmetric relation claimed. �

Lemma 2.24 (R.7). k2⟨�,�⟩ = �2��
2
��2��ℎ�ℎ�.

Proof. Without loss of generality we may suppose that A is of rank 2. Now
both sides of this equality are the unique class in their degree which lift 4 in
�0KU and are in the kernel of �� for any � ∈ A∨. �

It must be veri�ed that this is a complete set of relations.

Lemma 2.25. Suppose given rank 2 subgroups H1, … ,Hm ⊂ A∨ and � ∈ H1 +
⋯ + Hm. Then there are rank 2 subgroups H′

1, … ,H
′
m ⊂ A∨ such that � ∈ H′

1
and kH1⋯kHm = t ⋅ kH′

1
⋯kH′

m for a Bott class t.

Proof. We induct on m, the case m = 1 being clear. In the inductive step, we
may suppose � ∉ H1 +⋯+ Ĥj +⋯+Hm for any 1 ≤ j ≤ m, for otherwise the
inductive hypothesis already applies. Thus wemay writeHi = ⟨�i, �i⟩ in such a
way that � = �1⋯�m. LetH′′

1 = ⟨�1�2, �1⟩ andH′
2 = ⟨�2, �1�2⟩. Then we have

kH1kH2 = t′ ⋅ kH′′
1
kH′

2
for a suitable Bott class t′ by R.10. By construction we

have � ∈ H′′
1 +H3+⋯+Hm. It follows by induction that kH′′

1
kH3⋯kHm = t′′ ⋅

kH′
1
ℎH′

3
⋯kH′

m with � ∈ H′
1, and soH

′
1, … ,H

′
m satisfy the desired properties. �

Proposition 2.26. The above form a complete set of relations, i.e.

�⋆KUA = ℤ[�±1, �±2� , �E , ��, kH]∕I,
where I is spanned by relations R.1–R.7.
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Proof. Let us work in the periodic quotient ring of �⋆KUA wherein all Bott
elements are identi�ed with 1; no information is lost in doing so by R.1. By
Proposition 2.18, which also incorporates R.1–R.5, it is su�cient to verify that
the relations in I allow us to write any monomial in the classes �� and kH as
a sum of classes which are a product of some element of RU(A) with a basic
generator. So �x some monomial x = ��1⋯��nkH1⋯kHm ; let us say that such
a monomial has k-length m and �-length n. If �i = �j for some i ≠ j, then
��i��j ∈ RU(A), so wemay suppose �i ≠ �j for i ≠ j. By a repeated application
of R.9, wemaymoreover suppose that x has �-length at most 2. We now induct
on k-length without increasing �-length, splitting into the following cases.

First we claim that if �i ∈ H1 +⋯+Hm for some i, then x = 0. Indeed, we
may suppose that �i ∈ H1 by Lemma 2.25, at which point x = 0 by R.5.

Next we claim that if n = 2 and �1�2 ∈ H1+⋯+Hm, then x is a product of a
class in RU(A) with a monomial of smaller k-length. Indeed, by Lemma 2.25,
we may suppose �1�2 ∈ H1. If we write H1 = ⟨�1�2, �⟩, then ��1��1���2� =
��2k⟨�1�2,�⟩ by R.9, and thus x = d�1��1���2�kH2⋯kHm , which is of the form
claimed.

Finally we claim that ifH1+⋯+Hm is not of rank 2m, then kH1⋯kHm may
be written as a product of an element of RU((H1 +⋯ + Hm)∨) ⊂ RU(A) with
a monomial of smaller k-length. Indeed, after possibly rearrangingH1, … ,Hm,
we may suppose H1 ∩ (H2 +⋯ + Hm) ≠ 0; choose � ≠ 1 in this intersection.
Now � ∈ H2 +⋯+Hm, so by Lemma 2.25 we may suppose � ∈ H2. The claim
now follows by an application of either R.6 or R.7 to the subword kH1kH2 . �

2.5. Transfers. Fix a codimension 1 subgroup ker(�) ⊂ A, and consider the
transfer j!∶ �j∗⋆KUker(�) → �⋆KUA.

Lemma 2.27. The transfer j! satis�es the following properties:
T.1 j! is �⋆KUA-linear, i.e. j!(x ⋅ j∗(y)) = j!(x) ⋅ y for x ∈ �j∗⋆KUker(�) and

y ∈ �⋆KUA;
T.2 j!∶ �0KUker(�) → �0KUA satis�es j!(1) = ℎ� ∈ �0KUA;
T.3 j!∶ �2−2j∗(�)KUker(�) → �2−�−��KOA satis�es j!(�2j∗(�)) = ������;
T.4 j!∶ �2−2j∗(�)KUker(�) → �3−�−�−��KUA satis�es j!(�2j∗(�)) = k⟨�,�⟩.

Proof. T.1. This is a general property of transfers.
T.2. This follows from the de�nition of ℎ� = 1 + ��.
T.3. Without loss of generality we may suppose that A is of rank 2. Write

� = j∗(�). As ������ is in the kernel of ��, it is in the image of j!, and thus
j!(�2�) = ±������. Wemust show that this sign is positive. By�⋆KUA-linearity,
we may compute j!(�2�d�) = j!(��)d� = ±������ ⋅ d� = ±2������, and thus
j∗j!(�2�d�) = ±2�2�d�, this ± agreeing with the previous. On the other hand,
let Q be the generator of A∕ker(�) ≅ C2. Then the double coset formula yields
j∗j!(�2�d�) = �2�d� +Q(�2�d�). For �2�d� +Q(�2�d�) = ±2�2�d� to hold with Q an
involution, the only possibility is that Q(�2�d�) = �2�d�, so the relevant sign is
positive.
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T.4. This was shown in Lemma 2.16. �

We must verify that these properties fully determine j!.

Lemma 2.28. Fix a nontrivial functional � ∈ A∨. Then any basic generator
may be represented by a basic monomial of the form x = ��1⋯��n ⋅ t ⋅kH1⋯kHm
satisfying one of the following conditions:

(1) � ∉ ⟨�1, … , �n⟩ + H1 +⋯+Hm;
(2) � = �1;
(3) � = �1�2;
(4) � ∈ H1.

Proof. Fix an arbitrary basic generator x = ��1⋯��n ⋅ t ⋅ kH1⋯kHm with n ≤
2, and suppose that none of (1)–(4) hold. We are then left with the following
possibilities.

First suppose � ∈ H1 +⋯ + Hm. By Lemma 2.25 we may suppose � ∈ H1,
reducing us to case (4).

Next suppose n = 1 and � ∈ ⟨�1⟩ + H1 +⋯+Hm. By Lemma 2.25, we may
supposeH1 = ⟨��1, �⟩. Now ��1k⟨��1,�⟩ = ����1���� ⋅ t

′ for a Bott class t′ by R.9,
putting us in case (2).

Finally suppose n = 2 and � ∈ ⟨�1, �2⟩ + H1 + ⋯ + Hm. By the preceding
case and Lemma 2.25, we may suppose � = �1�2� with � ∈ H1. Write H1 =
⟨��1�2, �⟩. Now ��1��2k⟨��1�2,�⟩ = ��1���2�k⟨�,�⟩ ⋅ t

′ for a Bott class t′ by R.11,
putting us in case (4). �

Proposition 2.29. The transfer j! is determined by the properties in Lemma 2.27.

Proof. Fix � ∈ RO(A); we must verify that j!∶ �j∗�KUker(�) → ��KUA may
be computed from the given properties. If ��KUA = 0, then there is nothing
to show, so we may suppose that ��KUA contains some basic monomial x of
the form described in Lemma 2.28. Applying T.1, we may focus our attention
on only those subwords which interact with �, and so reduce to the following
cases.

If x = 1, then we may apply T.2.
If x = ��, then �j∗(�)KUker(�) = 0, and there is nothing to show.
If x = �����, then �j∗�KUker(�) is generated by j∗(�2��−1), and T.3 gives

j!(j∗(�2��−1)) = j!(j∗(�2�)) ⋅ �−1 = ������ ⋅ �−1 = x.
If x = k⟨�,�⟩, then �j∗�KUker(�) is generated by j∗(�2�), and j!(j∗(�2�)) =

k⟨�,�⟩ = x by T.4. �

2.6. Power operations. Let � be the generating functional of C2, and write
j ∶ A → A × C2 for the inclusion. Here we compute the external squaring
operation

Sq∶ �⋆KUA → �⋆(1+�)KUA×C2
on the multiplicative generators of �⋆KUA.

Lemma 2.30. Sq preserves Bott classes.
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Proof. First we claim Sq(�) = �−2� �2. Let L be the tautological complex line
bundle over S2, so that � = 1 − L ∈ K̃UA(S2). By construction [Ati66], the
square Sq(�) is represented by the virtual bundle (1 − L) ⊗ (1 − L) = 1 − (L ⊕
L) + L ⊗ L, where C2 ⊂ A × C2 acts freely on L ⊕ L and by a sign on L ⊗ L.
On the other hand, �−2� �2 is the Bott class of L ⊗ ℂ[C2], which is given by the
exterior algebra Λ∗(L ⊗ ℂ[C2]) = 1 − L ⊗ ℂ[C2] + Λ2(L ⊗ ℂ[C2]). These
agree, so Sq(�) = �−2� �2 indeed. The same argument may be used to verify that
Sq(�−2� �) = �−2� �−2���

2, and thus Sq(�2�) = �2��
2
���

−2
� .

To verify that Sq(�E) is a Bott class, we may argue as follows. Let � = (8 −∑
�∈E �)(1 + �), and let t be the Bott class of �, so that ��KUA×C2 = ℤ{t} ⊗

RU(A × C2) and we are claiming Sq(�E) = t. The joint restriction map

��KUA×C2 →
∏

i ∶ L⊂A
L cyclic

�(i×C2)∗�KUL×C2

is injective, so it is su�cient to �x some inclusion i ∶ C2 → A and verify that
(i × C2)∗(Sq(�E)) = (i × C2)∗(t). Indeed, (i × C2)∗(Sq(�E)) = Sq(i∗�E), and
i∗(�E) is a product of complex Bott classes, so this follows from the cases already
considered. �

Lemma 2.31. Sq(��) = �����.

Proof. This is the only possibility given j∗ Sq(��) = �2�. �

Lemma 2.32. Sq(k⟨�,�⟩) = �⟨�,�,�⟩�−4� (�� + �� + ��� + ��).

Proof. Note that

Sq(k⟨�,�⟩) ∈ �(3−�−�−��)(1+�)KUA×C2 = ℤ{�⟨�,�,�⟩�−4� } ⊗ RU(A × C2).
This class depends only on the group ⟨�, �⟩, so is of the form
Sq(k⟨�,�⟩) = �⟨�,�,�⟩�−4� (a + b(�� + �� + ���) + c�� + d(���� + ���� + �����))

for some integers a, b, c, d. As Sq(k⟨�,�⟩) restricts to k2⟨�,�⟩ = �2��
2
��2��(�� + �� +

��� + 1) over A and to Sq(2) = 3 + �� over C2, these integers satisfy
a + b = 1, b + d = 1, a + 3b = 3, c + 3d = 1.

This system has the unique solution a = d = 0 and b = c = 1, and the lemma
follows. �

This concludes our computation of �⋆KUA.

3. Real K-theory
We now consider the descent to KOA. Throughout this section, we shall

write
�∶ �⋆KOA → �⋆KUA

for the complexi�cation map.
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3.1. Summary. As with KUA, we begin with a full description of the result.

Theorem 3.1. The coe�cients of KOA behave as described in this subsection.

The proof of Theorem 3.1 is spread throughout the rest of this section, glued
together as described below. The core of the proof is the homotopy �xed point
spectral sequence

E2 = H∗(C2; �⋆KUA) ⇒ �⋆KOA,
henceforth referred to as the HFPSS, obtained from the equivalence KOA ≃
(KUA)hC2 , where C2 acts on KUA by complex conjugation, realized by  −1.

3.1.1. Ring structure. We shall name the elements of �⋆KOA by their image
in �⋆KUA, with the following exceptions. First, we write � ∈ �1KOA for the
�rst nonequivariant Hopf map. Second, we write �H = ∏

�∈H⧵{1} �
2
�, where

as always H ⊂ A∨ is a rank 2 subgroup. Third, we write �� ∈ ��KOA for a
class determined by �(��) = ���−2� �. The ring �⋆KOA is now described by the
following.

(1) The ring �⋆KOA is generated by classes

�±4, 2�2, �, �±4� , �H , �E , ��, ��,
�2�kH , �

2kH , 2kH , 2�2��
2kH , �2�ℎ�, �

2
��

2ℎ�,

which are sent by � to the corresponding elements in �⋆KUA, where in
writing �2�kH and 2�2��

2kH we assume � ∈ H;
(2) The map �∶ (�⋆KOA)∕(�) → �⋆KUA is injective;
(3) The following classes vanish:

2�, �3, � ⋅ 2�2, � ⋅ 2kH , � ⋅ 2�2��
2kH ;

(4) The following relations hold:

������� = �−2k⟨�,�⟩ ⋅ �, ������� = 0,
������� = �−2� �−2� k⟨�,�⟩ ⋅ �, ������� = 0,

�� ⋅ �2�ℎ� = 0, �� ⋅ �2�ℎ� = ���2, �� ⋅ �2��
2ℎ� = ���4��

2, �� ⋅ �2��
2ℎ� = 0,

��� ⋅ �2��k⟨�,�⟩ = �����4���, �� ⋅ �2�k⟨�,�⟩ = 0, ��� ⋅ �2k⟨�,�⟩ = �����⟨�,�⟩�,

��� ⋅ �2��k⟨�,�⟩ = 0, �� ⋅ �2��k⟨�,�⟩ = ������4���, ��� ⋅ �2k⟨�,�⟩ = 0.

This computation will be carried out in Subsection 3.2 and Subsection 3.3.

Remark 3.2. The products in (4) which vanish do so for degree reasons. This
leads to the simpler rule: if an extension may exist, then the extension does
exist.

Remark 3.3. Write � for the generating functional of C2. Then �� = −�C2 ,
where �C2 is theC2-equivariantHopfmapwith conventions as in e.g. [GHIR20].
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3.1.2. Basis. Fix � ∈ RO(A). Then ��+∗KOA is either a free KO∗-module or
a direct sum of copies of KU∗. In the former case, ��+∗KOA is generated over
KO∗ ⊗ RO(A) by a class of the form

x = ��1⋯��n ⋅ ��1⋯��s ⋅ t ⋅ �
2kH1⋯�2kHm ⋅ �

2
�1kHm+1⋯�2�tkHm+t ,

where

(1) �1, … , �n, �1, … , �s are linearly independent, and one may suppose n, s,
n + s ≤ 2;

(2) t is a product of classes of the form �±4, �±4� , �H , �E ;
(3) H1 +⋯+Hm+t is of rank 2(m + t);
(4) �i ∈ Hm+i for 1 ≤ i ≤ t;
(5) ⟨�1, … , �n, �1, … , �s⟩ ∩ (H1 +⋯+Hm+t) = 0.

In the latter case, ��+∗KOA may be regarded as a KU∗ ⊗ RO(A)-module, and
is generated by a class of the form x ⋅ �2ℎ� where x is as above and

� ∉ ⟨�1, … , �n, �1, … , �s⟩ + H1 +⋯+Hm+t.

In either case, such classes are unique in their degree, though their presentation
as a monomial need not be.

All of this follows from the analogous statements for KUA in 2.1.2 and the
work in 3.2.

3.1.3. Mackey structure. Fix a second elementary abelian 2-group B, and
map g∶ A → B. The restriction

g∗∶ �⋆KOB → �g∗⋆KOA

is determined by the following.

(1) g∗ commutes with �;
(2) g∗(�) = �;
(3) g∗(��) = �g∗�, with the interpretation that �1 = �.

Here, (1) and (2) are clear, and we will verify (3) in Lemma 3.6.
Now �x a codimension 1 subgroup j ∶ ker(�) → A, inducing a transfer

j!∶ �j∗⋆KOker(�) → �⋆KOA.

This is determined by the following.

(1) j! commutes with �;
(2) j! is �⋆KOA-linear;
(3) j!∶ �0KOker(�) → �1−�KOA satis�es j!(1) = ���.

We will verify this in Subsection 3.4.
The Weyl action is formally determined by these as in Subsubsection 2.1.6.
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3.1.4. Operations. As with KUA, there is an external squaring operation

Sq∶ �⋆KOA → �⋆(1+�)KOA×C2 ,
where we have written � for the generating functional of C2. This commutes
with �, satis�es the identities

Sq(xy) = Sq(x) Sq(y), Sq(x + y) = Sq(x) + Sq(y) + tr(xy),
where tr is the transfer, and is otherwise determined by

Sq(�) = ���.
Indeed this is the only class in its degree that lifts �2.

Finally, �x an integer l, so that the Adams operation  l acts on �⋆KOA[
1
l
]

by ring automorphisms. This commutes with �, and is otherwise determined
by

 l(�) = �.
This is clear, as � is in the Hurewicz image.

3.2. The HFPSS. We begin by computing the HFPSS

E2 = H∗(C2; �⋆KUA) ⇒ �⋆KOA.
Lemma 3.4. The subring

H0(C2; �⋆KUA) ⊂ �⋆KUA

is generated by the following elements:

�±2, �±4� , �2H , �E , ��, ��, kH , �
2
�kH , �

2
�ℎ�.

Here, in writing �2�kH we assume � ∈ H. Where � generates H1(C2; ℤ{�}), we
have

H∗(C2; �⋆KUA) = H0(C2; �⋆KUA)[�]∕(2�, �2� ⋅ �, �
2
�ℎ� ⋅ �).

Proof. Note �rstH∗(C2; �∗KU) = ℤ[�±2, �]∕(2�), and that �0KUA is entirely
�xed by  −1. Fix a basic monomial

x = ��1⋯��n ⋅ t ⋅ kH1⋯kHm

such that t is a product of classes of the form �2� and �E . It is su�cient to verify
the following: if  −1(x) = x, then x is a product of the listed generators; if
 −1(x) = −x, then �x is a product of the listed generators; and �nally if  −1(x)
is linearly independent from x, then both x+ −1(x) and �−1x+ −1(�−1x) are
products of the listed generators, this product involves either some �2� or �

2
�ℎ�,

and both �2� and �
2
�ℎ� may be obtained as such a class.

As �E and �±4� are �xed by  −1, we may suppose that t is of the form t =
�2�1⋯�2�s . If s ≥ 2, then we may inductively apply the relation �2�1⋯�2�s =
�⟨�1,�2⟩ ⋅ �

−4
�1�2 ⋅ �

2
�1�2�

2
�3⋯�2�s to further reduce to the case where t = 1 or t = �2�.

In the former case, x is �xed by  −1 and is a product of the listed generators, so
consider the latter case.
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Suppose �rst � ∈ ⟨�1, … , �n⟩ + H1 + ⋯ + Hm. After possibly reordering
�1, … , �n andH1, … ,Hm, we may suppose � = �1⋯�r ⋅ �1⋯�s with 0 ≤ r ≤ n,
0 ≤ s ≤ m, and �i ∈ Hi. We now have

x = ��1⋯��r ⋅ ��r+1⋯��n ⋅ �
2
�1kH1⋯�2�skHs ⋅ kHs+1⋯kHm

⋅ �−r ⋅ �−2�1 ⋯�−2�r ⋅ �
−2
�1 ⋯�−2�r ⋅ �

2
�.

If r is even, then this is �xed by  −1, and is a product of the listed generators,
and if r is odd then the same is true of �x.

Suppose next � ∉ ⟨�1, … , �n⟩ + H1 +⋯+Hm. In this case we have
x +  −1(x) = ��1⋯��n ⋅ �

2
�ℎ� ⋅ kH1⋯kHm

�−1x +  −1(�−1x) = ��1⋯��n ⋅ �
2
� ⋅ kH1⋯kHm ,

and these satisfy the desired properties. �

Lemma 3.5. The di�erentials in the HFPSS are determined by

d3(�2) = �3, d3(�4�) = 0, d3(�2H) = 0, d3(�E) = 0, d3(��) = 0,
d3(��) = 0, d3(�2kH) = 0, d3(�2�kH) = 0, d3(�2�ℎ�) = 0,

after which E4 = E∞.
Proof. The nontrivial di�erential d3(�2) = �3 is standard. The structure of
H∗(C2; �⋆KUA) then implies that for each multiplicative generator x, either
d3(x) = 0 or d3(x) = �−2x�3, and that these are the only di�erentials. Now
�4�, �

2
H , and �E are cycles as they are Thom classes of Spin bundles, and ��,

��, �−2� kH , and �2�ℎ� are cycles as they are in the Hurewicz image, the �rst by
construction, second by its relation to the equivariant Hopf map, and last two
as they are of the form tr(1). It remains to show that kH is not a cycle, and here
may suppose without loss of generality that A∨ = H = ⟨�, �⟩.

Recall that kH restricts to �2ℎ over each of ker(�), ker(�), and ker(��), and
that this class is killed by �. Thus, if d3(kH) = 0 then kH ⋅ � survives to a class
which is divisible by each of ��, ��, and ���, and if instead d3(�−2kH) = 0 then
the sameholds for �−2kH ⋅�. In either case ������� ≠ 0, and the only possibility
is that ������� = �−2kH ⋅ �, so it must be that �−2kH is a cycle. �

3.3. Extensions. There is room for hidden extensions in the HFPSS, and to
fully describe �⋆KOA we must resolve these. Our work is simpli�ed by the
following observation: in any given stem, the E∞ page of the HFPSS is con-
centrated in a single �ltration. In particular, there is no room for nontrivial
additive extensions, and no room for hidden multiplicative extensions with ad-
ditional indeterminacy. Thus there are three basic relations in�⋆KUA wemust
consider:

��ℎ� = 0, ������� = 0, ��kH = 0,
the last assuming � ∈ H. The relations on theE∞ page of theHFPSSwhichmay
hide a nontrivial product in�⋆KOA are of this form, onlywhere ��may take the
place of ��, where �2�ℎ� or �2��2ℎ� must take the place of ℎ�, and where �2�kH
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or �2kH must take the place of kH . This reduces our work to a case analysis.
Before carrying this out, we note the following.

Lemma 3.6. Let g∶ A → B be a map of elementary abelian 2-groups. Then
g∗(��) = �g∗�,

with the interpretation that �1 = �.

Proof. Weneed only consider the casewhere g∗� = 1, and herewemay reduce
to the case of g∶ e → C2. Write � for the generating functional of C2. As �� is
not in the image of ��, it must have nonzero image in �1KO, so must be �. �

Wemay now proceed to our case analysis. Half of these cases proceed by ob-
serving that �⋆KOA vanishes in the degree containing the product under con-
sideration. We illustrate these in Lemma 3.7(2), omitting the analogous details
in the remaining cases.

Lemma 3.7.
(1) ������� = �−2k⟨�,�⟩ ⋅ �;
(2) ������� = 0;
(3) ������� = �−2� �−2� k⟨�,�⟩ ⋅ �;
(4) ������� = 0.

Proof. We may suppose without loss of generality that A is of rank 2.
(1) The class �−2k⟨�,�⟩ ⋅ � is in the kernel of restriction to each of ker(�),

ker(�), and ker(��). It is therefore divisible by each of ��, ��, and ���, and this
is the only possibility.

(2) This holds as �−1+(3−�−�−��)−(2−2��)KOA = 0. To see this, �rst observe
that �(3−�−�−��)−(2−2��)KUA = ℤ{�−2��k⟨�,�⟩}. It follows from Lemma 3.5 that
the ℤ-graded piece �∗+(3−�−�−��)−(2−2��)KOA is a free KO∗-module generated
by �−2��k⟨�,�⟩. That �−1+(3−�−�−��)−(2−2��)KOA = 0 then follows as �−1KO = 0.

(3) The class �−2� �−2� k⟨�,�⟩ ⋅ � is in the kernel of restriction to ker(��), and is
therefore divisible by ���. This is the only possibility.

(4) This holds as �3+(3−�−�−��)−(2−2�)−(2−2�)−(2−2��)KOA = 0. �

Lemma 3.8.
(1) �� ⋅ �2�ℎ� = 0;
(2) �� ⋅ �2�ℎ� = ���2;
(3) �� ⋅ �2��

2ℎ� = ���4��
2;

(4) �� ⋅ �2��
2ℎ� = 0.

Proof. (1) This holds as �2−3�KOA = 0.
(2) Without loss of generality we may suppose that A is of rank 2. Choose �

linearly independent from �, write j ∶ ker(�) → A for the inclusion, and write
� = j∗(�). The class ������2 is in the kernel of ��, and thus in the image of
j!, and the only possibility is that j!(�2�ℎ�) = ������2. On the other hand, by
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comparison with KUA we may compute j!(�2�ℎ�) = j!(1) ⋅ �2�ℎ� = ����� ⋅ �2�ℎ�.
It follows that �� ⋅ �2�ℎ� ≠ 0, and the indicated relation is the only possibility.

(3) The class ���4��
2 restricts to �3 = 0 over ker(�), and is thus in the image

of ��. The indicated relation is the only possibility.
(4) This holds as �6−�KOA = 0. �

Lemma 3.9.
(1) ��� ⋅ �2��k⟨�,�⟩ = �����4���;
(2) �� ⋅ �2�k⟨�,�⟩ = 0;
(3) ��� ⋅ �2k⟨�,�⟩ = �����⟨�,�⟩�;
(4) ��� ⋅ �2��k⟨�,�⟩ = 0;
(5) �� ⋅ �2��k⟨�,�⟩ = ������4���;
(6) �� ⋅ �2k⟨�,�⟩ = 0.

Proof. We may suppose without loss of generality that A is of rank 2.
(1) The class �����4��� is in the kernel of restriction to ker(��), and is there-

fore divisible by ���. This is the only possibility.
(2) This holds as �1+(2−2�)+(2−2�)−�−��KOA = 0.
(3) The class �����⟨�,�⟩� is in the kernel of restriction to ker(��), and is there-

fore divisible by ���. This is the only possibility.
(4) This holds as �3+(2−2��)−�−�KOA = 0.
(5) Let � denote the restriction of � to ker(��). The listed relation is the only

possible lift in its degree of the relation �� ⋅ �2ℎ� = ���2 seen in Lemma 3.8.
(6) This holds as �7−�−��KOA = 0. �

This completes our computation of the ring structure of �⋆KOA.

3.4. Transfers. It remains only to understand the transfer. Fix a codimension
1 subgroup j ∶ ker(�) ⊂ A, and consider j!∶ �j∗⋆KOker(�) → �⋆KOA.

Lemma 3.10. j!∶ �0KOker(�) → �1−�KOA satis�es j!(1) = ���.
Proof. The class ��� is in the kernel of ��, and thus in the image of j!. This is
the only possibility. �

Lemma 3.11. Fix a nontrivial functional � ∈ A∨. Then any generator x of the
�rst form described in Subsubsection 3.1.2 may be written as

x = ��1⋯��n ⋅ ��1⋯��s ⋅ t ⋅ �
2kH1⋯�2kHm ⋅ �

2
�1kHm+1⋯�2�tkHm+t ,

satisfying one of the following conditions:
(1) � ∉ ⟨�1, … , �n, �1… , �s⟩ + H1 +⋯+Hm+t;
(2) � ∈ {�1, �1�2, �1, �1�2, �1�1};
(3) � ∈ H1;
(4) � ∈ Hm+1 and � = �1;
(5) � ∈ Hm+1 and � ≠ �1.

Proof. This follows immediately from Lemma 2.28. �



1552 WILLIAM BALDERRAMA

Proposition 3.12. The transfer j!∶ �j∗⋆KOker(�) → �⋆KOA is determined by
�⋆KOA-linearity, comparison with KUA, and Lemma 3.10.

Proof. The proof is essentially identical to that of Lemma 2.27. Fix � ∈ RO(A),
so that we must compute j!∶ �j∗�KOker(�) → ��KOA. If ��KOA is torsion-free,
then j! is determined by comparison with KUA. Thus we may suppose that
��KOA is generated by a class of the form x��, where � ∈ {1, 2} and x is one
of the types given in Lemma 3.11. By �⋆KOA-linearity, we further reduce to
considering only the subwords which interact with �.

We summarize the case analysis in the following table. The �rst column
gives the form of the generators x which one may reduce to considering, and
the second column is a class y such that j∗(y) generates �j∗�KOker(�). In this
case j! is determined by j!(j∗(y)) = j!(1) ⋅ y; the third column gives j!(1) and
the fourth column gives the product. When a particular � is chosen, the claim
is that with the other one would have �j∗�KOA = 0.

x y j!(1) j!(1) ⋅ y
�� �� ℎ� ������
���� ��−1 ��� x
��1���1�

2 �2�1ℎ�1 ���1��1 x
��� �2 0 0
��1���1�

2 �−2�1 �
2ℎ�1 ��1���1 x

��1���1�
� �� ��1���1 x

�2k⟨�,�⟩�2 �2��4 �−2� k⟨�,�⟩ x
�2�k⟨�,�⟩�

2 �4��2� �2��
−2
� k⟨�,�⟩ x

�2�k⟨�,�⟩�2 �4��2 �−2� k⟨�,�⟩ x

�

This concludes our computation of �⋆KOA.
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