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#### Abstract

We consider pure subnormal operators $T$ of the type studied in Carlsson, 2011, with the additional requirement that $\sigma(T)$ has one hole. If ind $\left(T-\lambda_{0}\right)=-n$ for some $\lambda_{0}$ and $n \in \mathbb{N}$, we show that the operator can be decomposed as $T=\oplus_{k=1}^{n} T_{k}$, where each $T_{k}$ satisfies ind $\left(T-\lambda_{0}\right)=-1$, thus extending the classical Beurling-Lax theorem (in which $\sigma(T)$ is the unit disc). We also provide a set of unitary invariants that completely characterize $T$ and study the model spaces for the simpler operators $T_{k}$.
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## 1. Introduction

Let $\mathbb{T}$ denote the unit circle, let $m$ be the arc-length measure on $\mathbb{T}$ and let $z(\zeta)=\zeta$ be the identity function on $\mathbb{C}$. We let $M_{z}$ denote the operator of multiplication by $z$, (independent of which space we are in). Beurling's classical theorem on $M_{z}$-invariant subspaces of the Hardy space $H^{2}$ can easily be transformed into a statement about all $M_{z}$-invariant subspaces of $L^{2}(m)$. Let $\mathcal{H}$ be such a subspace, then either

$$
\mathcal{H}=L_{E}^{2}(m)=\left\{f \in L^{2}(m): \operatorname{supp} f \subset E\right\}
$$

[^0]for some closed set $E \subset \mathbb{T}$, or there exists a unimodular function $\phi$ such that
$$
\mathcal{H}=\phi H^{2}
$$
where we identify $H^{2}$ with a subspace of $L^{2}$ in the standard way. This dichotomy does not happen if we consider $L^{2}\left(m, l^{2}\right)$; the Hilbert space of $l^{2}$ valued measurable functions on $\mathbb{T}$ such that $\int\|f\|_{l^{2}}^{2} d m<\infty$. Just consider $\mathcal{H}=H^{2} \oplus L^{2} \oplus \cdots$. P. Lax's extension of Beurling's theorem says that any $M_{z}$-invariant subspace $\mathcal{H} \subset L^{2}\left(m, l^{2}\right)$ that does not contain a reducing subspace, is of the form
$$
\mathcal{H}=\Phi\left(\oplus_{k=1}^{\infty} H^{2}\right)
$$
where $\Phi$ is a function on $\mathbb{T}$ whose value $\Phi(\xi)$ is an isometric operator at each $\xi \in \mathbb{T}$. On the other hand, if $\mathcal{H}$ is reducing then by multiplicity theory (see, e.g., [3]) there exists closed sets $E_{1} \supset E_{2} \supset E_{3}$ in $\mathbb{T}$ such that
$$
\mathcal{H}=\Phi\left(\oplus_{k=1}^{\infty} L_{E}^{2}(m)\right)
$$
where again $\Phi$ is an isometry at each point. Combined, this provides a characterization of all $M_{z}$-invariant subspaces of $L^{2}\left(m, l^{2}\right)$, because if $\mathcal{H}$ is such a subspace and $\mathcal{H}_{1}$ is the largest reducing subspace, then $\mathcal{H}_{2}=\mathcal{H} \ominus \mathcal{H}_{1}$ is $M_{z}$-invariant with no reducing subspace, (see [2]).

To have a characterization of all $M_{z}$-invariant subspaces of $L^{2}\left(m, l^{2}\right)$ is the same as understanding all subnormal operators $T$ whose minimal normal extensions $N$ have spectral measures whose supports are contained in $\mathbb{T}$. To see this, first note that by multiplicity theory, applying a unitary transformation we can consider $N$ as $M_{z}$ on a reducing subspace of $L^{2}\left(\mu, l^{2}\right)$, where $\mu$ is the scalar-valued spectral measure for the minimal normal extension of $N$, (see [4]), and $L^{2}\left(\mu, l^{2}\right)$ is the set of all $l^{2}$-valued functions such that $\int\left\|f\left(e^{i t}\right)\right\|_{l^{2}}^{2} d \mu<\infty$. It is not hard to see that if $\mu$ has a singular part, then there is a reducing subspace related to that part that can easily be removed from the analysis (see [2]). But if $d \mu=w d m$ where $w \in L^{1}(\mathbb{T})$, then the map $M_{\sqrt{w}}: l^{2}\left(m, l^{2}\right) \rightarrow L^{2}\left(\mu, l^{2}\right)$ is unitary, and hence we can move the analysis to the unweighted case.

Using the Riemann mapping theorem and the tools developed in complex analysis throughout the 20th century, it is possible to move the above conclusions from $\mathbb{T}$ to any Jordan curve $\Gamma$. That is, we can characterize all $M_{z}$-invariant subspaces of $L^{2}\left(\mu, l^{2}\right)$, where $\mu$ is some measure with support on $\Gamma$. However, if $\Gamma$ is a union of finitely many Jordan curves, then this will not work and we need to find new ways of analyzing $M_{z}$-invariant subspaces. This is the topic of [2], which can be seen as a predecessor to the present note. We will in this paper use results and notation from that paper without reintroduction. In particular we shall assume that the subnormal operator under investigation is pure and that $\mu=m$, where $m$ is the arc-length measure of $\Gamma$. The main result in [2] roughly says that if $\mathcal{H} \subset L^{2}\left(m, l^{2}\right)$ is $M_{z}$-invariant and some conditions apply, $T=\left.M_{z}\right|_{\mathcal{H}}$ is a pure operator and ind $T-\lambda_{0}=-n$ for some $\lambda_{0}$, then there exists $f_{1}, \ldots, f_{n} \in \mathcal{H}$ such that
$\mathcal{H}=\left[f_{1}, \ldots, f_{n}\right]_{R(\sigma(T))}$. Moreover the multiplicity function of the minimal normal extension of $T$ equals $n m$-a.e. on $\Gamma$. Assume now that $n<\infty$. This result reduces the study to all $M_{z}$-invariant subspaces of $L^{2}\left(m, \mathbb{C}^{n}\right)$ such that $L^{2}\left(\mu, \mathbb{C}^{n}\right)=[\mathcal{H}]_{L^{\infty}}$, where $[\mathcal{H}]_{L^{\infty}}$ is the smallest reducing subspace containing $\mathcal{H}$. Although this is a very nice result, the geometry of $\mathcal{H}$ is still far from clear. Note that Lax's result says much more; there is a unitary transformation $\Phi$ that commutes with $M_{z}$ such that $\Phi^{-1}(\mathcal{H})=\oplus_{k=1}^{n} H^{2}$, and the corresponding subnormal operator $T$ thus transforms into $n$ copies of the shift operator.

We will prove that a Beurling-Lax type theorem holds if $\sigma(T)$ has precisely one hole, or more precisely, if $\Gamma=\partial(\sigma(T))$ consists of 2 simple disjoint rectifiable nontrivial Jordan curves. This also follows by the results of Abrahamse and Douglas, [1], but their proofs rely on the universal cover, Forelli's and Grauert's theorems. In this paper, we construct a direct proof using function theory on $\mathcal{H}$ itself. Furthermore, we find a set of unitary invariants that completely describe the operator. More precisely, let $\Omega$ be the connected domain whose boundary is $\Gamma$, fix a point $\lambda_{0} \in \Omega$ and let $\omega_{\lambda_{0}} d m$ denote the harmonic measure for $\lambda_{0}$. Recall that $R(\bar{\Omega})$ denotes the set of rational functions with poles off $\bar{\Omega}$. Also let $\nu$ be such that $\nu d m$ annihilates $\operatorname{Re}(R(\bar{\Omega})),(\nu$ is unique up to multiplication by constants). Let $\left[a_{\min }, a_{\max }\right]$ be the interval such that $\omega_{\lambda_{0}}+a \nu$ is a positive function a.e. Given $a \in\left[a_{\text {min }}, a_{\text {max }}\right]$ we define $G^{a, 0} \subset L^{2}(m, \mathbb{C})$ by

$$
G^{a, 0}=\left[{\sqrt{\omega_{\lambda_{0}}+a \nu}}_{R(\bar{\Omega})} .\right.
$$

If $a \in\left(a_{\min }, a_{\max }\right)$ we also define the space $G^{a, 1}$ via

$$
G^{a, 1}=\left[\left\{\sqrt{\omega_{\lambda_{0}}+a \nu}, \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}\right\}\right]_{R(\bar{\Omega})}
$$

We show that any pure subnormal operator $T$ with ind $\left(T-\lambda_{0}\right)=-1$ and $\sigma(T)=\bar{\Omega}$ whose minimal normal extension has spectrum on $\partial \Omega$, is unitarily equivalent with $\left.M_{z}\right|_{G^{a, b}}$ for precisely one value of $a$ and $b$. Moreover, and this is the key part, if instead the operator $T$ has finite index $-n$, we show that there are $a_{1}, \ldots, a_{n}$ and $b_{1}, \ldots, b_{n}$ such that

$$
\mathcal{H}=\Phi\left(\oplus_{k=1}^{n} G^{a_{k}, b_{k}}\right)
$$

where $\Phi$ is an operator valued function such that $\Phi(\xi)$ is an isometry for each $\xi \in \Gamma$, (Theorem 5.1). Stated differently, we have that $T$ is unitarily equivalent with $M_{z}$ on $\oplus_{k=1}^{n} G^{a_{k}, b_{k}}$, and hence it is "orthogonally decomposed" into a sum of $n$ operators with index -1 . Moreover, given a concrete operator $T$ one can actually calculate the $a_{k}$ 's and $b_{k}$ 's, as well as $\Phi$. Although $\left.M_{z}\right|_{G^{a, b}}$ is not as well understood as the shift operator, this is still a substantial simplification. We also show that the corresponding result for domains with more holes or with $n=\infty$ is not true. Moreover we investigate the spaces $G^{a, b}$ to some extent, and show for example that $G^{a, 0}$ has codimension 1 in $G^{a, 1}$. The paper ends with an example (Example 5.2), which
the reader might be interested in looking at sooner to make the material more concrete.

## 2. Preliminaries

Assumption $\boldsymbol{T}$. In the entire paper, unless explicitly stated, $\Omega \subset \mathbb{C}$ will be a bounded connected open set whose boundary consists of 2 disjoint simple closed rectifiable nontrivial Jordan curves, and $m$ will denote the arc-length measure of $\partial \Omega$, as defined in Section 2.1, [2]. Moreover, $\mathcal{H}$ will be an $M_{z^{-}}$ invariant subspace of $L^{2}\left(m, l^{2}\right)$ such that $T=\left.M_{z}\right|_{\mathcal{H}}$ is pure and $\sigma(T)=\bar{\Omega}$. Finally, $\lambda_{0}$ will be a fixed point in $\Omega$ and $\mathcal{K}_{\lambda_{0}}=\mathcal{H} \ominus \operatorname{Ran}\left(T-\lambda_{0}\right)$.

In this context, the following theorem due to Mlak is essential, [7].
Theorem 2.1. Let $T_{1}$ and $T_{2}$ be subnormal operators as above, with minimal normal extensions $N_{1}$ and $N_{2}$ respectively. Let $U$ be a unitary map such that $U T_{1}=T_{2} U$. Then $U$ has a unique extension such that $U N_{1}=N_{2} U$.

The result is also valid for domains with several holes, but was not needed in the predecessor [2] to this paper. Here, it will be useful due to the following observation, which is obtained by combining Theorem 2.1 with Corollary 2.5 in [2]: Denote the spaces corresponding to $T_{1}$ and $T_{2}$ by $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ and suppose that $U: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ is unitary such that $T_{2} U=U T_{1}$. Let $P_{\left[\mathcal{H}_{1}\right]_{L} \infty}$ be the projection-valued function that defines $\left[\mathcal{H}_{1}\right]_{L^{\infty}}$ via Proposition 2.4 in [2]. Then there exists a $\mathcal{B}\left(l^{2}\right)$-valued $S O T$-measurable function $u$ such that

$$
\begin{equation*}
U f(\xi)=u(\xi) f(\xi), \quad \forall \xi \in \partial \Omega, \quad f \in \mathcal{H}_{1} \tag{2.1}
\end{equation*}
$$

and

$$
(u(\xi))^{*} u(\xi)=P_{\left[\mathcal{H}_{1}\right]_{L^{\infty}}}
$$

In particular, given $f, g \in \mathcal{H}_{1}$ we have

$$
\begin{equation*}
\langle U f(\xi), U g(\xi)\rangle_{l^{2}}=\langle f(\xi), g(\xi)\rangle_{l^{2}}, \quad \forall \xi \in \partial \Omega \tag{2.2}
\end{equation*}
$$

or, in other words, the function $f \cdot \bar{g}$ is a unitary invariant. Moreover,

$$
\begin{equation*}
U\left([f]_{R(\bar{\Omega})}\right)=[U f]_{R(\bar{\Omega})} . \tag{2.3}
\end{equation*}
$$

Before moving to the central theme, we recall some results from harmonic analysis. It is well known that the Dirichlet problem is solvable in $\Omega$, i.e., each $f \in C(\partial \Omega)$ is the boundary function of a harmonic function in $\Omega$, see, e.g., [5]. Denote the harmonic extension of $f$ by $\tilde{f}$. Using Theorem 2.3 in [2], it is easily seen that all harmonic measures for $\Omega$ are absolutely continuous with respect to $m$. Given $\lambda \in \Omega$ we let $\omega_{\lambda}$ denote the function such that $\omega_{\lambda} m$ is the harmonic measure for $\lambda$, i.e.,

$$
\int f \omega_{\lambda} d m=\tilde{f}(\lambda)
$$

for all $f \in C(\partial \Omega)$. From [5] we get the following propositions. (See Propositions 1.6.5 and 1.6.6).

Proposition 2.2. If $\partial \Omega$ consists of analytic curves, then $\omega_{\lambda}$ is a strictly positive $C^{\infty}$-function for all $\lambda \in \Omega$.

Let $\operatorname{Re}(R(\bar{\Omega}))$ be the set of functions $\{r+\bar{r}: r \in R(\bar{\Omega})\}$ seen as a subspace of $C(\partial \Omega)$. The following proposition gathers a few facts about its annihilator.

Proposition 2.3. The set of annihilating measures for $\operatorname{Re}(R(\bar{\Omega}))$ is a 1dimensional space (over $\mathbb{R}$ ) of $m$-absolutely continuous measures. Let $\nu$ be a function such that $\nu m \perp \operatorname{Re}(R(\bar{\Omega}))$. If $\partial \Omega$ consists of analytic curves, then $\nu$ is a $C^{\infty}$-function.

Proof. The statement about dimension is Theorem 4.6, ch. VI in [6], and the absolute continuity follows easily from Theorem 2.3 in [2]. The final statement follows from Theorem 4.2.3 in [5].

We end this section with a few technical results that will be useful later. When dealing with two domains $\Omega$ and $\tilde{\Omega}$, we will automatically denote, e.g., arc-length measure for $\partial \tilde{\Omega}$ by $\tilde{m}$.

Proposition 2.4. Given $\Omega$, there exists another domain $\tilde{\Omega}$ whose boundary consists of analytic curves, and an analytic bijection $\phi: \tilde{\Omega} \rightarrow \Omega$ with the property that $\phi^{\prime}$ has nonzero nontangential limits $\tilde{m}$-a.e.. Moreover, $\phi$ extends to a continuous function on $\bar{\Omega}$,

$$
\begin{equation*}
\int f d m=\int(f \circ \phi)\left|\phi^{\prime}\right| d \tilde{m} \tag{2.4}
\end{equation*}
$$

for all $f \in C(\partial \Omega), \tilde{\omega}_{\phi^{-1}\left(\lambda_{0}\right)}=\left(\omega_{\lambda_{0}} \circ \phi\right)\left|\phi^{\prime}\right|$ and $\tilde{\nu}=(\nu \circ \phi)\left|\phi^{\prime}\right|$.
Proof. We only outline the details. Let $\hat{\Omega}$ be the polynomially convex hull of $\Omega$, i.e., the domain obtained by "filling in the hole of $\Omega$ ". Let $\psi: \mathbb{D} \rightarrow \hat{\Omega}$ be given by the Riemann mapping theorem and set $\tilde{\Omega}=\psi^{-1}(\Omega)$. The formula (2.4) is easily established using Theorem 2.2 in [2], but the inner boundary of $\tilde{\Omega}$ is still not analytic. Take a point $\lambda$ in the "hole", apply $1 /(z-\lambda)$ to $\tilde{\Omega}$ and repeat the above construction for the new domain. Then apply the inverse of $1 /(z-\lambda)$ and the function $\phi$ is easily obtained. The properties of $\phi$ are easily verified (using Theorem 2.2 of [2]) and the statements concerning $\omega_{\lambda_{0}}$ and $\nu$ are easy consequences of these properties, Theorem 2.3 in [2] and formula (2.4).

Let $a_{\max }\left(\lambda_{0}\right) \in \mathbb{R}$ be the largest number such that $\omega_{\lambda_{0}}+a_{\max } \nu$ is a positive function and let $a_{\min }\left(\lambda_{0}\right)$ be the smallest such number.

Proposition 2.5. If $a \notin\left(a_{\min }\left(\lambda_{0}\right), a_{\max }\left(\lambda_{0}\right)\right)$ then

$$
\int\left|\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}\right|^{2} d m=\infty .
$$

Proof. We may assume that $\Omega$ has analytic boundaries because (with the same notation as in the previous proof) we have

$$
\begin{aligned}
\int_{\partial \Omega}\left|\frac{\nu}{\sqrt{\left(\omega_{\lambda_{0}}+a \nu\right)}}\right|^{2} d m & =\int_{\partial \tilde{\Omega}}\left|\frac{\nu \circ \phi}{\sqrt{\left(\omega_{\lambda_{0}} \circ \phi+a \nu \circ \phi\right)}}\right|^{2}\left|\phi^{\prime}\right| d \tilde{m} \\
& =\int_{\partial \tilde{\Omega}}\left|\frac{\nu \circ \phi\left|\phi^{\prime}\right|}{\sqrt{\left(\omega_{\lambda_{0}} \circ \phi+a \nu \circ \phi\right)\left|\phi^{\prime}\right|}}\right|^{2} d \tilde{m} \\
& =\int_{\partial \tilde{\Omega}}\left|\frac{\tilde{\nu}}{\sqrt{\tilde{\omega}_{\phi_{0}^{-1}\left(\lambda_{0}\right)}+a \tilde{\nu}}}\right|^{2} d \tilde{m}
\end{aligned}
$$

By Propositions 2.2 and 2.3 we get that both $\omega_{\lambda_{0}}$ and $\nu$ are $C^{\infty}$-functions and moreover $\omega_{\lambda_{0}}$ is strictly positive. Clearly then $\omega_{\lambda_{0}}(\xi)+a \nu(\xi)=0$ for some $\xi \in \partial \Omega$ with $\nu(\xi) \neq 0$. Let $\gamma$ be an analytic function defined in a neighborhood of an interval $[-T, T]$ in $\mathbb{C}$ such that $\gamma([-T, T])$ coincides with a piece of $\partial \Omega$ and $\gamma(0)=\xi$. By the construction in Proposition 2.4 it follows that we may also assume that $\left|\gamma^{\prime}(t)\right| \neq 0$ for all $t \in[-T, T]$. Let $C$ be an upper bound in $[-T, T]$ of $\left(\omega_{\lambda_{0}}(\gamma(t))+a \nu(\gamma(t))\right) / t$. Then

$$
\begin{aligned}
\int\left|\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}\right|^{2} d m & \geq \int_{-T}^{T} \frac{\nu^{2}(\gamma(t))}{\omega_{\lambda_{0}}(\gamma(t))+a \nu(\gamma(t))}\left|\gamma^{\prime}(t)\right| d t \\
& \geq \int_{-T}^{T} \frac{\nu^{2}(\gamma(t))}{C t}\left|\gamma^{\prime}(t)\right| d t=\infty .
\end{aligned}
$$

## 3. The orthogonal decomposition

Definition 3.1. Two vectors $f_{1}, f_{2} \in L^{2}\left(\mu, l^{2}\right)$ are said to be completely orthogonal if $f_{1}(\zeta) \perp f_{2}(\zeta)$ holds at $\mu$-a.e. $\zeta$.

It is easily seen that $f_{1}$ is completely orthogonal to $f_{2}$ if and only if the subspaces $\left[f_{1}\right]_{L^{\infty}(\partial \Omega)}$ and $\left[f_{2}\right]_{L^{\infty}(\partial \Omega)}$ are orthogonal.

Theorem 3.2. Let $T$ be as in Assumption $T$ and assume that $n=\operatorname{dim} \mathcal{K}_{\lambda_{0}}<$ $\infty$. Then there exists a completely orthogonal basis $\left\{k_{i}: 1 \leq i \leq n\right\}$ for $\mathcal{K}_{\lambda_{0}}$.
Proof. Let $\left\{k_{i}^{\prime}: 1 \leq i \leq n\right\}$ be any orthonormal basis for $\mathcal{K}_{\lambda_{0}}$. Let $r \in R(\bar{\Omega})$ be arbitrary and note that

$$
\left\langle r k_{i}^{\prime}, k_{j}^{\prime}\right\rangle=\left\langle r\left(\lambda_{0}\right) k_{i}^{\prime}, k_{j}^{\prime}\right\rangle+\left\langle\left(z-\lambda_{0}\right) \frac{r(z)-r\left(\lambda_{0}\right)}{z-\lambda_{0}} k_{i}^{\prime}, k_{j}^{\prime}\right\rangle=0
$$

if $i \neq j$ and otherwise

$$
\left\langle r k_{i}^{\prime}, k_{i}^{\prime}\right\rangle=\ldots=r\left(\lambda_{0}\right)
$$

Since $\operatorname{dim}(C(\partial \Omega) / \operatorname{Re}(R(\bar{\Omega})))=1$ by Proposition 2.3, it follows that there is an $n \times n$ self-adjoint matrix $A=\left(a_{i, j}\right)$ such that

$$
\left(\begin{array}{ccc}
k_{1}^{\prime} \cdot \overline{k_{1}^{\prime}}(\cdot) & \ldots & k_{1}^{\prime} \cdot \overline{k_{n}^{\prime}}(\cdot)  \tag{3.1}\\
\vdots & \ddots & \vdots \\
k_{n}^{\prime} \cdot \overline{\overline{k_{1}^{\prime}}}(\cdot) & \ldots & k_{n}^{\prime} \cdot \overline{\overline{k_{n}^{\prime}}}(\cdot)
\end{array}\right)=\omega_{\lambda_{0}}(\cdot) I+A \nu(\cdot),
$$

where $I$ denotes the $n \times n$ identity matrix and $k_{i}^{\prime} \cdot \overline{k_{j}^{\prime}}(\cdot)=\left\langle k_{i}^{\prime}(\cdot), k_{j}^{\prime}(\cdot)\right\rangle_{l^{2}}$. We will use the notation $k_{i}^{\prime}$ for the " $\infty \times n$-matrix" with the function $k_{i}^{\prime}(\cdot)$ as its $i$ :th column. Then the above equation can be written shorter as

$$
k_{i}^{\prime}{ }^{*} k_{i}^{\prime}=\omega_{\lambda_{0}} I+A \nu .
$$

Now, if $\left\{k_{i}: 1 \leq i \leq n\right\}$ is another orthonormal basis for $\mathcal{K}_{\lambda_{0}}$, then there is a unitary $n \times n$ matrix $U$ (with complex entries) such that

$$
k_{i}=k_{i}^{\prime} U .
$$

This yields

$$
\begin{equation*}
k_{i} \sqrt{*}_{k_{i}}=U^{*} k_{i}^{\prime} k_{i}^{*} U=\omega_{\lambda_{0}} I+U^{*} A U \nu . \tag{3.2}
\end{equation*}
$$

As the matrix $A$ is self-adjoint, there exists a $U$ such that $U^{*} A U$ is a diagonal matrix $D$, which completes the proof.

The above proof can also be used backwards to see why the theorem is not valid for $n=\infty$ or for domains with several holes. We provide 2 examples.
Example 3.3. Let $\Omega$ be the annulus $\{z \in \mathbb{C}: 1 / 2<|z|<1\}$, let $\lambda_{0} \in \Omega$ be fixed, and let $\left\{e_{j}\right\}_{j=-\infty}^{\infty}$ be the standard basis for $l^{2}(\mathbb{Z})$. By Propositions 2.2 and 2.3, we can pick an $\epsilon>0$ such that

$$
\omega_{\lambda_{0}}>2 \epsilon \nu .
$$

With $\alpha=\sqrt{\frac{\omega_{\lambda_{0}}}{2}+\sqrt{\frac{\omega_{\lambda_{0}}^{2}}{4}-\epsilon^{2} \nu^{2}}}$ and $\beta=\epsilon \nu / \alpha$, it is easily seen that

$$
\left\{\begin{aligned}
|\alpha|^{2}+|\beta|^{2} & =\omega_{\lambda_{0}} \\
\alpha \bar{\beta} & =\epsilon \nu .
\end{aligned}\right.
$$

Thus, setting $k_{i}=\alpha e_{i}+\beta e_{i+1}$ for all $i \in \mathbb{Z}$ we get that $\left\{k_{i}\right\}_{i=-\infty}^{\infty}$ is an orthogonal set in $L^{2}\left(m, l^{2}\right)$. Put $\mathcal{H}=\left[\left\{k_{i}\right\}\right]_{R(\bar{\Omega})}$ and $T=\left.M_{z}\right|_{\mathcal{H}}$. If $r_{i} \in R(\bar{\Omega})$ then

$$
\begin{aligned}
& \left\langle\left(z-\lambda_{0}\right) \sum_{i} r_{i} k_{i}, k_{j}\right\rangle \\
& \quad=\int\left(\xi-\lambda_{0}\right)\left(r_{j-1}+r_{j+1}\right)(\xi) \epsilon \nu(\xi)+\left(\xi-\lambda_{0}\right) r_{j}(\xi) \omega_{\lambda_{0}}(\xi) d m(\xi)=0
\end{aligned}
$$

so, setting $\mathcal{K}_{\lambda_{0}}=\operatorname{cl}\left(\operatorname{Span}\left\{k_{i}\right\}\right)$ it is easily seen that $\mathcal{K}_{\lambda_{0}}=\mathcal{H} \ominus \operatorname{Ran}\left(T-\lambda_{0}\right)$. Moreover, $T$ is pure. To see this, note that by Proposition 3.1 and Corollary 2.5 in [2], we otherwise have a nonvanishing $f \in \mathcal{H}$ such that

$$
\phi f \in \cap_{k \in \mathbb{N}} \operatorname{Ran}\left(T-\lambda_{0}\right)^{k}
$$

for all $\phi \in L^{\infty}(m, \mathbb{C})$. But this implies that $f \cdot k_{i}(\xi)=0$ for a.e. $\xi \in \partial \Omega$, which yields $f(\xi)=c(\xi)\left((-\alpha(\xi) / \beta(\xi))^{k}\right)_{k=-\infty}^{\infty}$ for some function $c$. Since the norm of the righthand side is $\infty$ we conclude that $c(\xi) m=0$ a.e., which is a contradiction. Finally, that $\sigma(T)=\bar{\Omega}$ follows easily from the fact that $\lambda_{0} \in \sigma(T)$ and Proposition 1.2 in [2].

Hence we are in the situation of Theorem 3.2, but with $\operatorname{dim} \mathcal{K}_{\lambda_{0}}=\infty$. With the obvious modifications of the notation in Theorem 3.2, we have that $k_{i}(\xi)$ is a bounded operator on $l^{2}$ for all $\xi \in \partial \Omega$. Moreover,

$$
k_{i}^{\prime}{ }^{*} k_{i}^{\prime}=\omega_{\lambda_{0}} I+A \nu
$$

where $A$ is given by the matrix

$$
\left(\begin{array}{cccccc}
\ddots & \ddots & \ddots & \ddots & \ddots & \\
\epsilon & 0 & \epsilon & 0 & 0 & 0 \\
0 & \epsilon & 0 & \epsilon & 0 & 0 \\
0 & 0 & \epsilon & 0 & \epsilon & 0 \\
0 & 0 & 0 & \epsilon & 0 & \epsilon \\
& \ddots & \ddots & \ddots & \ddots & \ddots
\end{array}\right)
$$

or in other words, $A=\epsilon\left(S+S^{*}\right)$ where $S$ is the bilateral forward shift. Now, if $\mathcal{K}_{\lambda_{0}}$ contains a basis of completely orthogonal vectors, then as in the proof of Theorem 3.2 we obtain that there exists a unitary operator $U$ on $l^{2}(\mathbb{Z})$ such that $U^{*} A U$ is represented by a diagonal operator, (in the standard basis). In particular, the point spectrum of $A$ is not empty. However, this is a contradiction, because $L^{2}(\mathbb{T})$ and $l^{2}(\mathbb{Z})$ are unitarily equivalent under the Fourier transform $\mathcal{F}$, and $A$ transforms into

$$
\mathcal{F}^{*} A \mathcal{F}=M_{\epsilon(z+\bar{z})}=M_{2 \epsilon \cos t}, \quad\left(z=e^{i t}\right)
$$

which clearly has an empty point spectrum.
Thus, there exists no basis of completely orthogonal vectors for $\mathcal{K}_{\lambda_{0}}$. But this statement easily generalizes to that there is no set of completely orthogonal generating vectors. For suppose that $\mathcal{H}=\oplus_{i=-\infty}^{\infty}\left[f_{i}\right]_{R(\bar{\Omega})}$ for some $f_{i}$ 's in $\mathcal{H}$. Then, by Theorem 4.1 [2], each subspace $\left[f_{i}\right]_{R(\bar{\Omega})} \ominus\left(z-\lambda_{0}\right)\left[f_{i}\right]_{R(\bar{\Omega})}$ would be spanned by precisely one vector $k_{i}$, and it easily follows that $\operatorname{Span}\left\{k_{i}\right\}_{i=-\infty}^{\infty}=\mathcal{H} \ominus \operatorname{Ran}\left(T-\lambda_{0}\right)$.

In a similar way, we now demonstrate why Theorem 3.2 is not valid for domains with several holes.

Example 3.4. Let $\Omega$ be a disc with two disjoint smaller discs removed from its interior and let $m$ be the corresponding arc-length measure. Then, by a more general version of Proposition 2.3, $\operatorname{Re}(R(\bar{\Omega})$ ) is annihilated by precisely two linearly independent $C^{\infty}$-functions $\nu_{1}$ and $\nu_{2}$, say. Let $n \in \mathbb{N}$ be given and let $A_{1}, A_{2}$ be $n \times n$ self-adjoint matrices that are not mutually diagonalizable. It is not hard to see that we can pick functions $k_{1}, \ldots, k_{n} \in$ $L^{2}\left(m, \mathbb{C}^{n}\right)$ such that

$$
k_{i}^{\prime}{ }^{*} k_{i}^{\prime}=\omega_{\lambda_{0}} I+\epsilon_{1} A_{1} \nu_{1}+\epsilon_{2} A_{2} \nu_{2}
$$

if $\epsilon_{1}, \epsilon_{2}>0$ are chosen small enough. If a completely orthogonal basis of $\mathcal{K}_{\lambda_{0}}$ was to exist, then by repetition of the arguments in the proof of Proposition 3.2, there would be a unitary matrix $U$ such that

$$
U k_{i}^{\prime}{ }^{*} U k_{i}^{\prime}=\omega_{\lambda_{0}} I+\epsilon_{1} U^{*} A_{1} U \nu_{1}+\epsilon_{2} U^{*} A_{2} U \nu_{2}
$$

is diagonal a.e., which clearly contradicts the choice of $A_{1}$ and $A_{2}$.
Due to Theorem 3.2 and the above examples, we will for the remainder assume that $T$ is an operator as defined in Assumption T, and moreover that - ind $(T-\lambda)=n<\infty$ for all $\lambda \in \Omega$. Our goal is to classify all such operators $T$ up to unitary equivalence and study the typical "model spaces". More precisely, we want to associate with $T$ a set of numbers such that another operator (of the same type) is unitarily equivalent to $T$ if and only if the two sets of numbers coincide. It is easy to see that the numbers $\left\{a_{1}, \ldots, a_{n}\right\}$ on the diagonal of the matrix $D$ following equation (3.2) are unitarily invariant and uniquely determined by $T$. (To see this, recall equations (2.2), (3.2) and the fact that $a_{1}, \ldots, a_{n}$ are the eigenvalues of $A$.) It will turn out that there are numbers $\left\{b_{1}, \ldots, b_{n}\right\} \subset\{0,1\}$ such that the set $\left.\left\{\left(a_{1}, b_{1}\right), \ldots,\left(a_{n}, b_{n}\right)\right)\right\}$ completely determine $T$ up to unitary equivalence. To show this, we will first introduce the model subspaces of $L^{2}(m, \mathbb{C})$.

## 4. The spaces $G^{a, b}$

As before, let $\lambda_{0}$ be a fixed number in $\Omega$. Given $a \in\left[a_{\min }\left(\lambda_{0}\right), a_{\max }\left(\lambda_{0}\right)\right]$, let $G^{a, 0}\left(\Omega, \lambda_{0}\right)$ be the subset of $L^{2}(m, \mathbb{C})$ defined by

$$
G^{a, 0}\left(\Omega, \lambda_{0}\right)=\left[\sqrt{\omega_{\lambda_{0}}+a \nu}\right]_{R(\bar{\Omega})} .
$$

If $a \in\left(a_{\min }\left(\lambda_{0}\right), a_{\max }\left(\lambda_{0}\right)\right)$ we also define the space $G^{a, 1}\left(\Omega, \lambda_{0}\right)$ via

$$
G^{a, 1}\left(\Omega, \lambda_{0}\right)=\left[\left\{\sqrt{\omega_{\lambda_{0}}+a \nu}, \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}\right\}\right]_{R(\bar{\Omega})}
$$

We will most of the time keep $\Omega$ and the point $\lambda_{0}$ fixed, and hence omit it from the notation. Note that Proposition 2.5 explains why we do not define $G^{(a, 1)}$ for $a=a_{\min }$ or $a=a_{\max }$. Whenever speaking of $G^{a, b}$, it will be implicitly assumed that $(a, b)$ are such that it is well defined, i.e., $a \in\left[a_{\min }, a_{\max }\right], b \in\{0,1\}$ and $b=0$ if $a=a_{\min }$ or $a=a_{\max }$.

Theorem 4.1. The operator $T=\left.M_{z}\right|_{G^{a, b}}$ is pure with $\sigma(T)=\bar{\Omega}$ and ind $(T-\lambda)=-1$ for all $\lambda \in \Omega$. Moreover

$$
G^{a, 1}=G^{a, 0} \oplus \operatorname{Span}\left\{\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}\right\}
$$

whenever $a \in\left(a_{\min }, a_{\max }\right)$.
Proof. Consider the subspace $\mathcal{G} \subset L^{2}(m, \mathbb{C})$ defined by

$$
\begin{aligned}
\mathcal{G} & =\overline{\left(z-\lambda_{0}\right)}\left[\sqrt{\omega_{\lambda_{0}}+a \nu}\right]_{\overline{R(\bar{\Omega})}} \\
& =\operatorname{cl}\left(\operatorname{Span}\left\{\overline{\left(z-\lambda_{0}\right) r} \sqrt{\omega_{\lambda_{0}}+a \nu}: r \in R(\bar{\Omega})\right\}\right)
\end{aligned}
$$

Assume first that $a \in\left(a_{\min }, a_{\max }\right)$ and note that $\mathcal{G} \perp G^{a, 1}$. If $f \in L^{2}(m, \mathbb{C})$ with $f \perp\left(\mathcal{G}+G^{a, 0}\right)$, then for any $r \in R(\bar{\Omega})$ we have $\left\langle f, r \sqrt{\omega_{\lambda_{0}}+a \nu}\right\rangle=0$ and $\left\langle f, \bar{r} \sqrt{\omega_{\lambda_{0}}+a \nu}\right\rangle=0$. To see the latter, write $r=r\left(\lambda_{0}\right)+\left(z-\lambda_{0}\right) r_{1}$ with $r_{1} \in$ $R(\bar{\Omega})$. In other words $f \sqrt{\omega_{\lambda_{0}}+a \nu} \in \operatorname{Re} R(\bar{\Omega})^{\perp}$, and hence $f \sqrt{\omega_{\lambda_{0}}+a \nu}=c \nu$ for some $c \in \mathbb{C}$. This implies that

$$
\begin{equation*}
G^{a, 0} \oplus \operatorname{Span}\left\{\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}\right\} \oplus \mathcal{G}=L^{2}(m, \mathbb{C}) \tag{4.1}
\end{equation*}
$$

so

$$
\mathcal{G}^{\perp}=\left(G^{a, 0} \oplus \operatorname{Span}\left\{\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}\right\}\right) \subset G^{a, 1} \subset \mathcal{G}^{\perp}
$$

and hence

$$
G^{a, 1}=G^{a, 0} \oplus \operatorname{Span}\left\{\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}\right\} .
$$

If $a=a_{\min }$ or $a=a_{\max }$, then by the same reasoning as above and Proposition 2.5 one easily obtains

$$
\begin{equation*}
G^{a, 0} \oplus \mathcal{G}=L^{2}(m, \mathbb{C}) \tag{4.2}
\end{equation*}
$$

Now, with $T$ as in the statement we clearly have $\sigma(T) \subset \bar{\Omega}$. If the inequality would be strict, then by Propositions 1.1 and 1.2 in [2] we get that $G^{a, b}$ would be a reducing subspace which clearly is not the case by (4.1) or (4.2), combined with the characterization of reducing subspaces in Section 2.2, [2]. For the same reason we see that $T$ is pure and finally ind $(T-\lambda)=-1$ follows by Theorem 4.1 in [2].
Corollary 4.2. Given $f \in G^{a, b}$ we have

$$
m(\{\xi \in \partial \Omega: f(\xi)=0\})=0
$$

Proof. Combine Theorem 4.1 with Proposition 3.1 in [2].
In particular, the above holds for $f=\omega_{\lambda_{0}}+a \nu$ with $a \in\left[a_{\min }, a_{\max }\right]$. There are various ways to realize $G^{a, b}$ as Hardy-type spaces, the next lemma gives one such.
Lemma 4.3. Given $a \in\left(a_{\min }, a_{\max }\right)$ and $f \in G^{a, 0}$ there exists an analytic function $\tilde{f}$ on $\Omega$ with nontangential limits $m$-a.e. and

$$
\underset{\lambda \rightarrow \xi}{\operatorname{nt}-\lim } \tilde{f}(\lambda)=\frac{f(\xi)}{\sqrt{\omega_{\lambda_{0}}(\xi)+a \nu(\xi)}}
$$

for $m$-a.e. $\xi \in \partial \Omega$.
Proof. First, one proves that the problem can be reduced to the case when $\Omega$ has analytic boundaries. This involves Proposition 2.4 and the results in Section 2.1 of [2] along with showing that $\Phi: L^{2}(m, \mathbb{C}) \rightarrow L^{2}(\tilde{m}, \mathbb{C})$ defined via

$$
\Phi(f)=f \circ \phi \sqrt{\left|\phi^{\prime}\right|}
$$

is unitary and $\Phi\left(\sqrt{\omega_{\lambda_{0}}+a \nu}\right)=\sqrt{\tilde{\omega}_{\phi^{-1}\left(\lambda_{0}\right)}+a \tilde{\nu}}$. We omit the details and assume from now that $\Omega$ has analytic boundary. By Cauchy's theorem we clearly have

$$
\begin{aligned}
2 \pi i r(\lambda) & =\int_{\partial \Omega} \frac{r}{z-\lambda} d z=\int_{\partial \Omega} \frac{r \sqrt{\omega_{\lambda_{0}}+a \nu} \alpha}{(z-\lambda) \sqrt{\omega_{\lambda_{0}}+a \nu}} d m(z) \\
& =\left\langle r \sqrt{\omega_{\lambda_{0}}+a \nu}, \frac{\bar{\alpha}}{\overline{(\cdot-\lambda) \sqrt{\omega_{\lambda_{0}}+a \nu}}}\right\rangle_{L^{2}(m, \mathbb{C})}
\end{aligned}
$$

for all $r \in R(\bar{\Omega})$ and $\lambda \in \Omega$. (Note that

$$
\overline{\alpha /(z-\lambda) \sqrt{\omega_{\lambda_{0}}+a \nu}} \in L^{2}(m, \mathbb{C})
$$

since $\sqrt{\omega_{\lambda_{0}}+a \nu}$ is continuous and positive by Propositions 2.2 and 2.3). Given an $f \in G^{a, 0}$ and a sequence $r_{1}, r_{2}, \ldots \in R(\bar{\Omega})$ such that

$$
\lim _{i} r_{i} \sqrt{\omega_{\lambda_{0}}+a \nu}=f
$$

this implies that $\left(r_{i}\right)_{i=1}^{\infty}$ converges uniformly on compacts in $\Omega$ to a unique analytic function which we denote $\tilde{f}$. Moreover we clearly have

$$
\tilde{f}(\lambda)=\frac{1}{2 \pi i} \int_{\partial \Omega} \frac{f}{(z-\lambda) \sqrt{\omega_{\lambda_{0}}+a \nu}} d z
$$

for all $\lambda \in \Omega$. If $\lambda \in \mathbb{C} \backslash \bar{\Omega}$ one obtains similarly that the righthand side above is 0 , and hence the desired statement follows from Theorem 2.1 in [2].

Define the function $\beta$ on $\left(a_{\min }, a_{\max }\right)$ via

$$
\begin{aligned}
\beta(a) & =\left\langle M_{z} \frac{\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}}{\left\|\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}\right\|}, \frac{\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}}{\left\|\nu / \sqrt{\omega_{\lambda_{0}}+a \nu}\right\|}\right\rangle \\
& =\int \frac{z \nu^{2}}{\omega_{\lambda_{0}}+a \nu} d m / \int \frac{\nu^{2}}{\omega_{\lambda_{0}}+a \nu} d m .
\end{aligned}
$$

$\beta$ will play a key role when proving uniqueness of the model in the next section.

Proposition 4.4. The function $\beta$ is injective and $\operatorname{Im} \beta \subset \Omega$. Moreover

$$
G^{a, 0}=\left(M_{z}-\beta(a)\right) G^{a, 1}
$$

Proof. Set $T=\left.M_{z}\right|_{G^{a, 1}}$. Given $c \in \mathbb{C}$ and $r \in R(\bar{\Omega})$ we get

$$
\left\langle\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}},\left(M_{z}-\beta(a)\right)\left(c \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}+r \sqrt{\omega_{\lambda_{0}}+a \nu}\right)\right\rangle=0
$$

which implies that $\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}} \perp \operatorname{Ran}(T-\beta(a))$. By Theorem 4.1 we thus infer that $\beta(a) \in \Omega$. To see that $G^{a, 0}=(T-\beta(a)) G^{a, 1}$, note that

$$
\operatorname{codim}(\operatorname{Ran}(T-\beta(a)))=1
$$

by Theorem 4.1 so

$$
\begin{equation*}
\operatorname{Ran}(T-\beta(a))=\left\{\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}\right\}^{\perp}=\left[\sqrt{\omega_{\lambda_{0}}+a \nu}\right]_{R(\bar{\Omega})}=G^{a, 0} \tag{4.3}
\end{equation*}
$$

It remains to prove that $\beta$ is injective. Assume not and let $\lambda=\beta(a)=\beta\left(a^{\prime}\right)$ for some $a \neq a^{\prime}$. By (4.3) and Lemma 4.3 we have that there are functions $h, h^{\prime}$ on $\partial \Omega$ which are boundary values of analytic functions $\tilde{h}$ and $\tilde{h}^{\prime}$ such that

$$
\begin{align*}
& (z-\lambda) \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}=h \sqrt{\omega_{\lambda_{0}}+a \nu}  \tag{4.4}\\
& (z-\lambda) \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a^{\prime} \nu}}=h^{\prime} \sqrt{\omega_{\lambda_{0}}+a^{\prime} \nu}
\end{align*}
$$

holds a.e. on $\partial \Omega$. This in turn implies that

$$
\frac{h}{(z-\lambda)-a h}=\frac{\nu}{\omega_{\lambda_{0}}}=\frac{h^{\prime}}{(z-\lambda)-a^{\prime} h^{\prime}}
$$

a.e. on $\partial \Omega$. By Privalov's theorem we obtain that $(z-\lambda)\left(\tilde{h}-\tilde{h}^{\prime}\right)=\left(a^{\prime}-a\right) \tilde{h} \tilde{h}^{\prime}$. We conclude that either $\tilde{h}$ or $\tilde{h}^{\prime}$ has a zero at $\lambda$. Say that $\tilde{h}(\lambda)=0$. Using Theorem 4.1 and Lemma 4.3 it is then easy to show that $h \sqrt{\omega_{\lambda_{0}}+a \nu}=$ $(z-\lambda) g$ for some $g \in G^{a, 0}$. By inserting this in (4.4) we get

$$
\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}=g \in G^{a, 0}
$$

which contradicts Theorem 4.1.

## 5. The representation

We are now ready for the main theorem of this paper.
Theorem 5.1. Let $T$ be as in Assumption $T$, and assume that $\operatorname{dim} \mathcal{K}_{\lambda_{0}}=$ $n<\infty$. Then there is a unique collection of pairs

$$
\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{n} \subset\left[a_{\min }, a_{\max }\right] \times\{0,1\}
$$

such that $T$ is unitarily equivalent with $M_{z}$ on $\oplus_{i=1}^{n} G^{a_{i}, b_{i}}$. Moreover, given a unitary map $U: \mathcal{H} \rightarrow \oplus_{i=1}^{n} G^{a_{i}, b_{i}}$ such that $U T=M_{z} U$, there are completely
orthogonal functions $u_{1}, \ldots, u_{n} \in L^{2}\left(m, l^{2}\right)$ such that

$$
\begin{equation*}
U^{-1}\left(f_{1}, \ldots, f_{n}\right)=\sum_{i=1}^{n} f_{i} u_{i} \tag{5.1}
\end{equation*}
$$

Proof. The proof is rather long so we separate the various statements.
There exists a map $U$ with the above properties. Use Theorem 3.2 to pick a completely orthogonal basis $k_{1}, \ldots, k_{n}$ for $\mathcal{K}_{\lambda_{0}}$ such that, (using the notation from the proof of Theorem 3.2), we have

$$
k_{i}{ }^{*} k_{i}=\omega_{\lambda_{0}} I+A \nu
$$

where

$$
A=\left(\begin{array}{cccc}
a_{1} & 0 & \ldots & 0  \tag{5.2}\\
0 & a_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & a_{n}
\end{array}\right) .
$$

By Theorem 4.1 [2] we have that $\mathcal{H} \subset\left[\mathcal{K}_{\lambda_{0}}\right]_{L^{\infty}}$, by Proposition 3.1 of [2] we have that $k_{i}(\xi) \neq 0$ a.e. for $1 \leq i \leq n$ so by the complete orthogonality of the $k_{i}$ 's we can write each $f \in\left[\mathcal{K}_{\lambda_{0}}\right]_{L^{\infty}}$ as

$$
f=\sum_{i=1}^{n} f_{i} \frac{k_{i}}{\left|k_{i}\right|}
$$

with $f_{i} \in L^{2}(m, \mathbb{C})$ and $\|f\|^{2}=\sum_{i=1}^{n}\left\|f_{i}\right\|^{2}$, (recall that we use the notation $|f|=\|f(\cdot)\|_{l^{2}}$ and $\left.\|f\|=\|f\|_{L^{2}\left(m, l^{2}\right)}\right)$. Let

$$
U_{1}:\left[\mathcal{K}_{\lambda_{0}}\right]_{L^{\infty}} \rightarrow \oplus_{i=1}^{n} L^{2}(m, \mathbb{C})
$$

be the unitary operator given by $U_{1}(f)=\left(f_{1}, \ldots, f_{n}\right)$. It is easy to see that

$$
\begin{equation*}
U_{1}\left(k_{i}\right)=\sqrt{\omega_{\lambda_{0}}+a_{i} \nu} \tag{5.3}
\end{equation*}
$$

and clearly $a_{i} \in\left[a_{\min }, a_{\max }\right]$. For simplicity of notation we shall assume that $a_{i} \in\left(a_{\min }, a_{\max }\right)$ for all $i$. The proof can be modified to include $a_{\min }$ and $a_{\max }$ as well, but we omit the details. As usual we have that

$$
\left[\overline{\left(z-\lambda_{0}\right)} \mathcal{K}_{\lambda_{0}}\right]_{\overline{R(\bar{\Omega})}} \subset \mathcal{H}^{\perp}
$$

and by equations (4.1) and (5.3) it follows that

$$
\left(U_{1}\left(\left[\overline{\left(z-\lambda_{0}\right)} \mathcal{K}_{\lambda_{0}}\right] \frac{}{R(\bar{\Omega})}\right)\right)^{\perp}=\oplus_{i=1}^{n} G^{a_{i}, 1}
$$

Since $U_{1}$ is unitary we conclude that

$$
\oplus_{i=1}^{n} G^{a_{i}, 0} \subset U_{1}(\mathcal{H}) \subset \oplus_{i=1}^{n} G^{a_{i}, 1}
$$

Set

$$
\begin{equation*}
\mathcal{G}=U_{1}\left(\mathcal{H} \ominus\left[\mathcal{K}_{\lambda_{0}}\right]_{R(\bar{\Omega})}\right)=U_{1}(\mathcal{H}) \ominus\left(\oplus_{i=1}^{n} G^{a_{i}, 0}\right) \tag{5.4}
\end{equation*}
$$

Moreover let $V: \mathbb{C}^{n} \rightarrow \oplus_{i=1}^{n} L^{2}(m, \mathbb{C})$ be given by

$$
V\left(a_{i}\right)=\sum_{i=1}^{n} a_{i} \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a_{i} \nu}} e_{i}
$$

where $e_{i}$ is the standard basis for $\mathbb{C}^{n}$. Note that $\mathcal{G} \subset \operatorname{Ran} V$ and that the existence of a $U$ with the desired properties follows if we show that there are integers $i_{1}<i_{2}<\ldots<i_{\operatorname{dim} \mathcal{G}}$ such that

$$
\begin{equation*}
V^{-1}(\mathcal{G})=\operatorname{Span}\left\{e_{i_{j}}\right\}_{j=1}^{\operatorname{dim} \mathcal{G}} \tag{5.5}
\end{equation*}
$$

Indeed, setting

$$
b_{i}= \begin{cases}1 & \text { if } i \in\left\{i_{j}\right\}_{j=1}^{\operatorname{dim} \mathcal{G}} \\ 0 & \text { otherwise }\end{cases}
$$

we would then have that

$$
U_{1}(\mathcal{H})=\left(\oplus_{i=1}^{n} G^{a_{i}, 0}\right) \oplus \mathcal{G}=\oplus_{i=1}^{n} G^{a_{i}, b_{i}}
$$

so $U=\left.U_{1}\right|_{\mathcal{H}}$ is the desired unitary operator.
We thus have to prove that (5.5) holds. Let $P_{\text {RanV }}$ denote the orthogonal projection onto $\operatorname{Ran} V$ in $\oplus_{i=1}^{n} L^{2}(m, \mathbb{C})$. A short calculation shows that the operator $V^{-1} P_{\text {RanV }} M_{z} V$ is given by the matrix

$$
B=\left(\begin{array}{cccc}
\beta\left(a_{1}\right) & 0 & \ldots & 0 \\
0 & \beta\left(a_{2}\right) & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \beta\left(a_{n}\right)
\end{array}\right)
$$

It is also not hard to see that $V^{-1}(\mathcal{G})$ is $B$-invariant. If all $a_{i}$ 's are distinct, then the $\beta\left(a_{i}\right)$ 's are distinct by Lemma 4.4. In this case, it is now easy to see that (5.5) indeed holds because all $B$-invariant subspaces have the desired form, by basic spectral theory for matrices.

In the general case, it is not hard to see that (5.5) may actually fail to hold, so we will have to find a way around this. There clearly exist disjoint subsets $S_{1}, \ldots, S_{I} \subset\{1, \ldots, n\}$ such that

$$
\begin{equation*}
\cup_{i=1}^{I} S_{i}=\{1, \ldots, n\} \tag{5.6}
\end{equation*}
$$

and $a_{i_{1}}=a_{i_{2}}$ if and only if $i_{1}$ and $i_{2}$ belong to the same subset $S_{i}$. Again, the fact that $V^{-1}(\mathcal{G})$ is $B$-invariant combined with spectral theory for matrices, implies that

$$
\mathcal{G}=\oplus_{i=1}^{I} \mathcal{G} \cap\left[\left\{U_{1}\left(k_{j}\right): j \in S_{i}\right\}\right]_{L^{\infty}},
$$

and hence we have

$$
\mathcal{H}=\oplus_{i=1}^{I} \mathcal{H} \cap\left[\left\{k_{j}: j \in S_{i}\right\}\right]_{L^{\infty}}
$$

as well. But this implies that it is sufficient to consider the case when all $a_{i}$ 's are the same. We thus now assume that $a=a_{i}$ for some $a$ and all $i$ 's. Let $w_{1}, \ldots, w_{\operatorname{dim} \mathcal{G}} \in \mathbb{C}^{n}$ be an orthonormal basis for $V^{-1}(\mathcal{G})$ and pick
$w_{\operatorname{dim} \mathcal{G}+1}, \ldots, w_{n} \in \mathbb{C}^{n}$ so that $\left\{w_{i}\right\}$ becomes an orthonormal basis for $\mathbb{C}^{n}$. Set

$$
k_{i}^{\prime}=\sum_{j=1}^{n} w_{i}(j) k_{j} \in \mathcal{H}
$$

and note that

$$
k_{i_{1}}^{\prime} \cdot \overline{k_{i_{2}}^{\prime}}=\sum_{j} w_{i_{1}}(j) \overline{w_{i_{2}}(j)}\left|k_{j}\right|^{2}=\left\langle w_{i_{1}}, w_{i_{2}}\right\rangle\left(\omega_{\lambda_{0}}+a \nu\right) .
$$

Thus $\left\{k_{i}^{\prime}\right\}$ form a completely orthogonal basis for $\mathcal{K}_{\lambda_{0}}$. Moreover,

$$
\begin{aligned}
& U_{1}\left(k_{i}^{\prime}\right)=\left(w_{i}(1) \sqrt{\omega_{\lambda_{0}}+a \nu}, \ldots, w_{i}(n) \sqrt{\omega_{\lambda_{0}}+a \nu}\right) \\
& V\left(w_{i}\right)=\left(w_{i}(1) \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}, \ldots, w_{i}(n) \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}}\right),
\end{aligned}
$$

so we see that

$$
\operatorname{dim}\left(\mathcal{G} \cap\left[U_{1}\left(k_{i}^{\prime}\right)\right]_{L^{\infty}}\right)=1
$$

for all $i \leq \operatorname{dim} \mathcal{G}$. Stated differently, we have

$$
\operatorname{dim}\left(\left(\mathcal{H} \ominus\left[\mathcal{K}_{\lambda_{0}}\right]_{R(\bar{\Omega})}\right) \cap\left[k_{i}^{\prime}\right]_{L^{\infty}}\right)=1
$$

for all $i \leq \operatorname{dim} \mathcal{G}$. We now start again from the beginning of the proof, but using $\left\{k_{i}^{\prime}\right\}$ as a basis for $\mathcal{K}_{\lambda_{0}}$ instead of $\left\{k_{i}\right\}$. When we reach (5.4), we have $\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}} e_{i} \in \mathcal{G}$ for all $i \leq \operatorname{dim} \mathcal{G}$, and therefore we have

$$
\mathcal{G}=\operatorname{Span}\left\{\frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a \nu}} e_{i}: 1 \leq i \leq \operatorname{dim} \mathcal{G}\right\}
$$

or, in other words,

$$
U_{1}(\mathcal{H})=\left(\oplus_{i=1}^{\operatorname{dim} \mathcal{G}} G^{a, 1}\right) \oplus\left(\oplus_{i=(\operatorname{dim} \mathcal{G}+1)}^{n} G^{a, 0}\right)
$$

and hence the first part of the proof is complete.
Uniqueness of $\left\{\left(a_{i}, b_{i}\right)\right\}$. We now prove that if we have two collections of pairs $\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{n}$ and $\left\{\left(a_{i}^{\prime}, b_{i}^{\prime}\right)\right\}_{i=1}^{n}$ and a unitary operator

$$
U: \oplus_{i=1}^{n} G^{a_{i}, b_{i}}\left(\Omega, \lambda_{0}\right) \longrightarrow \oplus_{i=1}^{n} G^{a_{i}^{\prime}, b_{i}^{\prime}}\left(\Omega, \lambda_{0}\right)
$$

such that $M_{z} U=U M_{z}$, then

$$
\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{n}=\left\{\left(a_{i}^{\prime}, b_{i}^{\prime}\right)\right\}_{i=1}^{n} .
$$

We indicate all objects in $G^{a_{i}^{\prime}, b_{i}^{\prime}}$ by adding an ${ }^{\prime}$, e.g., we write $\mathcal{K}_{\lambda_{0}}$ for $\oplus_{i=1}^{n} G^{a_{i}, b_{i}} \ominus\left(z-\lambda_{0}\right) \oplus_{i=1}^{n} G^{a_{i}, b_{i}}$ and $\mathcal{K}_{\lambda_{0}}^{\prime}$ for the corresponding object in $\oplus_{i=1}^{n} G^{a_{i}^{\prime}, b_{i}^{\prime}}$. First note that if $\left\{k_{i}\right\}_{i=1}^{n}$ is an orthonormal basis for $\mathcal{K}_{\lambda_{0}}$ then, by the proof of Theorem 3.2, we have

$$
k_{i}{ }^{*} k_{i}=\omega_{\lambda_{0}} I+A \nu,
$$

where the eigenvalues of the matrix $A$ are independent of the choice of basis $\left\{k_{i}\right\}$. In particular, choosing the basis $\sqrt{\omega_{\lambda_{0}}+a_{i} \nu} e_{i}$ we see that the
collection of eigenvalues equals $\left\{a_{i}\right\}_{i=1}^{n}$. Now, note that $\mathcal{K}_{\lambda_{0}}^{\prime}=U \mathcal{K}_{\lambda_{0}}$, so by (2.2) we have that

$$
U\left(k_{i}\right){ }^{*} U\left(k_{i}\right)=k_{i}{ }^{*} k_{i}=\omega_{\lambda_{0}} I+A \nu \text {. }
$$

Summing up, this implies that

$$
\left\{a_{i}\right\}_{i=1}^{n}=\left\{a_{i}^{\prime}\right\}_{i=1}^{n} .
$$

We may thus assume that $a_{i}=a_{i}^{\prime}$ for all $i$. Now,

$$
\begin{aligned}
\operatorname{Span}\{ & \left.b_{i} \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a_{i} \nu}} e_{i}\right\} \\
& =\left(\oplus_{i=1}^{n} G^{a_{i}, b_{i}}\right) \ominus\left(\oplus_{i=1}^{n} G^{a_{i}, 0}\right)=\left(\oplus_{i=1}^{n} G^{a_{i}, b_{i}}\right) \ominus\left[\mathcal{K}_{\lambda_{0}}\right]_{R(\bar{\Omega})}
\end{aligned}
$$

(and clearly an equivalent equation holds with 's) and, using (2.3), we have

$$
U\left(\left(\oplus_{i=1}^{n} G^{a_{i}, b_{i}}\right) \ominus\left[\mathcal{K}_{\lambda_{0}}\right]_{R(\bar{\Omega})}\right)=\left(\oplus_{i=1}^{n} G^{a_{i}, b_{i}^{\prime}}\right) \ominus\left[\mathcal{K}_{\lambda_{0}}^{\prime}\right]_{R(\bar{\Omega})},
$$

which combine to give that

$$
\begin{equation*}
U\left(\operatorname{Span}\left\{b_{i} \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a_{i} \nu}} e_{i}\right\}\right)=\operatorname{Span}\left\{b_{i}^{\prime} \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a_{i} \nu}} e_{i}\right\} \tag{5.7}
\end{equation*}
$$

Set $k_{i}=k_{i}^{\prime}=\sqrt{\omega_{\lambda_{0}}+a_{i} \nu} e_{i}$. As noted earlier, $\mathcal{K}_{\lambda_{0}}^{\prime}=U\left(\mathcal{K}_{\lambda_{0}}\right)$ so there is an $n \times n$-matrix $V$ such that

$$
U\left(k_{i}\right)=k_{i}^{\prime} V
$$

By the same calculation as in (3.2) we deduce that

$$
A=V^{*} A V
$$

where $A$ is the matrix given in (5.2). Pick disjoint subsets $S_{1}, \ldots, S_{I} \subset$ $\{1, \ldots, n\}$ as in (5.6). By more standard matrix theory, the above equation then implies that the subspaces $\operatorname{Span}\left\{e_{i}: i \in S_{j}\right\}$ are invariant under $V$. Let $u$ be the matrix-valued function representing $U$ as in (2.1). For a.e. $\xi \in \partial \Omega$ we then have

$$
u(\xi) k_{i}(\xi)=U\left(k_{i}\right)(\xi)=k_{i}^{\prime}(\xi) V=k_{i}(\xi) V
$$

which by Corollary 4.2 gives

$$
\begin{equation*}
u(\xi)=k_{i}(\xi) V k_{i}(\xi){ }^{-1} \tag{5.8}
\end{equation*}
$$

Since the subspaces $\operatorname{Span}\left\{e_{i}: i \in S_{j}\right\}$ clearly are invariant for $k_{i}(\xi)$ as well, and since these matrixes act as a constant times the identity on each such subspace, we conclude that

$$
u(\xi)=V, \quad \text { for } m-a . e . ~ \xi \in \partial \Omega
$$

This observation combined with (5.7) implies that

$$
U\left(\operatorname{Span}\left\{b_{i} \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a_{i} \nu}} e_{i}: i \in S_{j}\right\}\right)=\operatorname{Span}\left\{b_{i}^{\prime} \frac{\nu}{\sqrt{\omega_{\lambda_{0}}+a_{i} \nu}} e_{i}: i \in S_{j}\right\}
$$

for all $j=1, \ldots, j_{1}$. Consequently,

$$
\sum_{i \in S_{j}} b_{i}=\sum_{i \in S_{j}} b_{i}^{\prime}
$$

and hence

$$
\left\{\left(a_{i}, b_{i}\right)\right\}_{i=1}^{n}=\left\{\left(a_{i}^{\prime}, b_{i}^{\prime}\right)\right\}_{i=1}^{n},
$$

as desired.
The form of $U$. It only remains to prove that any unitary map $U: \mathcal{H} \rightarrow$ $\oplus_{i=1}^{n} G^{a_{i}, b_{i}}$ such that $U T=M_{z} U$ has the form (5.1). Let $U_{1}$ denote the map constructed in the first part of the proof, and recall that it does satisfy (5.1). By the second part of the proof, it follows that the map $U_{1} U^{-1}=M_{V}$, where $V$ is a constant $n \times n$ matrix. The desired conclusion is now immediate.

We note that in the case $\Omega=\mathbb{D}$, one can "strip" the above proof and that of Theorem 3.2 of everything related to $\nu$, to give a fairly simple proof of the Beurling-Lax theorem. We conclude this paper with an example, which in particular shows that the $b_{i}$ 's are dependent of the choice of $\lambda_{0}$.
Example 5.2. Set $\Omega=\{\zeta \in \mathbb{C}: 1<|\zeta|<2\}$. Set $R=0.35$ and define $g \in L^{2}(m, \mathbb{C})$ by

$$
g(\xi)= \begin{cases}\sqrt{1 / 2 \pi}, & |\xi|=1 \\ \sqrt{R / 4 \pi}, & |\xi|=2\end{cases}
$$

Set $\mathcal{H}=[g]_{R(\bar{\Omega})}$. It is easy to see that each $h \in \mathcal{H}$ can be written as

$$
h(\xi)=g(\xi) \sum_{-\infty}^{\infty} a_{k} \xi^{k}
$$

where $\|h\|^{2}=\sum_{k=-\infty}^{\infty}\left(1+R 4^{k}\right)\left|a_{k}\right|^{2}$. In particular, we can realize $\mathcal{H}$ as the space of analytic functions on $\Omega$ given by $\sum_{k=-\infty}^{\infty} a_{k} \zeta^{k},(\zeta \in \Omega)$, endowed with the above norm. The reproducing kernel for a given $\lambda \in \Omega$ is then given by

$$
k_{\lambda}(\zeta)=\sum_{k=-\infty}^{\infty} \frac{\bar{\lambda}^{k} \zeta^{k}}{1+R 4^{k}} .
$$

It is clear by the results in this paper and [2] that $T=\left.M_{z}\right|_{\mathcal{H}}$ is a pure subnormal operator with ind $(T-\lambda)=-1$ for all $\lambda \in \Omega$. Hence, given any $\lambda_{0} \in \Omega, T$ is unitarily equivalent with $M_{z}$ on a unique space $G^{a, b}\left(\Omega, \lambda_{0}\right)$. By the rotational symmetry of $\Omega$ it is clear that $a$ and $b$ only depend on $\left|\lambda_{0}\right|$. Set $\left|\lambda_{0}\right|=r$. Moreover,

$$
b(r)=\operatorname{dim}\left(\mathcal{H} \ominus\left[k_{r}\right]_{R(\bar{\Omega})}\right) .
$$



Figure 1. Blue graph: the function $f_{33}(-s), 1<s<4$. The function $f$ lies between the dotted lines in the interval $(1.3,3)$. The green lines show $s=1.3$ and $s=2.6$, so $k_{1.3}((-2,-1))$ takes values in the area between the dotted lines and the green lines. Analogously the red lines correspond to $k_{1.5}$. Note that the sharp turn of $f_{33}$ for $s<1.3$ is due to the truncation of (5.9), since $f$ can not have two zeros.

By Theorem 2.7, Proposition 3.4 in [2] and the fact that $\mathcal{H} \ominus\left[k_{r}\right]_{R(\bar{\Omega})}<\infty$, we see that $b(r)$ equals the amount of zeroes of $k_{r}$ in $\Omega$. By the symmetry of $k_{r}, k_{r}(x+i y)=0$ if and only if $k_{r}(x-i y)=0$ which, since $b(r) \leq 1$, implies that any zero of $k_{r}$ lies on $\mathbb{R}$. Moreover it has to lie on $(-2,-1)$ since clearly $k_{r}(t)>0$ for $t \in(1,2)$. Consider the function $f:\{\zeta \in \mathbb{C}: 1<|\zeta|<4\} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
f(\zeta)=\sum_{k=-\infty}^{\infty} \frac{\zeta^{k}}{1+R 4^{k}} \tag{5.9}
\end{equation*}
$$

and note that $k_{r}(\zeta)=f(r \zeta)$. With $f_{N}(\zeta)=\sum_{k=-N}^{N} \frac{\zeta^{k}}{1+R 4^{k}}$, standard estimates show that

$$
\begin{equation*}
\left|f(\zeta)-f_{33}(\zeta)\right|<10^{-3}, \quad 1.3<|\zeta|<3 \tag{5.10}
\end{equation*}
$$



Figure 2. Plots of $\left|f_{33}\left(1.5 e^{i t}\right)\right|$ and $\log _{10}\left|f_{33}\left(1.5 e^{i t}\right)\right|, 0<$ $t<2 \pi$. Due to (5.10), these plots show that $k_{1.5}(\xi)$ has no zeros on $|\xi|=1$.

Figure 1 shows a plot of $f_{33}(-s),(1<s<4)$ with negligible error margin. It is clear that

$$
k_{1.3}(-t)=f(-1.3 t), \quad 1<t<2,
$$

has a zero whereas $k_{1.5}(-t)=f(-1.5 t)$ does not. Thus $b(1.3)=1$ and $b(1.5)=0$.

Moreover, $a(1.5) \neq a_{\min }(1.5)$ and $a(1.5) \neq a_{\max }(1.5)$. To see this, note that by (3.1) and some simple computations, there are constants $C_{1}, C_{2} \in \mathbb{R}$ such that $\omega_{1.5}+a(1.5) \nu$ equals $C_{1}\left|k_{1.5}\right|^{2}$ on the inner circle and $C_{2}\left|k_{1.5}\right|^{2}$ on the outer circle. By Figure 2 it thus follows that $\omega_{1.5}+a(1.5) \nu$ has no zero on the inner circle, and a similar plot (which is omitted) shows that the same is true for the outer circle as well. By the material in Section 2, the claim is now easily established. However, by Figure 1 we also conclude that $a(r)=a_{\min }(r)$ or $a(r)=a_{\max }(r)$ for some value of $r \in(1.3,1.5)$, and this must be the point where $b(r)$ changes value.
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