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Extension of linear operators and Lipschitz maps
into C(K)-spaces

N. J. Kalton

Abstract. We study the extension of linear operators with range in a C(K)-
space, comparing and contrasting our results with the corresponding results
for the nonlinear problem of extending Lipschitz maps with values in a C(K)-
space. We give necessary and sufficient conditions on a separable Banach space
X which ensure that every operator T : E → C(K) defined on a subspace may

be extended to an operator eT : X → C(K) with ‖eT‖ ≤ (1 + ε)‖T‖ (for any
ε > 0). Based on these we give new examples of such spaces (including all
Orlicz sequence spaces with separable dual for a certain equivalent norm). We
answer a question of Johnson and Zippin by showing that if E is a weak∗-
closed subspace of �1 then every operator T : E → C(K) can be extended to

an operator eT : �1 → C(K) with ‖eT‖ ≤ (1 + ε)‖T‖. We then show that �1 has
a universal extension property: if X is a separable Banach space containing

�1 then any operator T : �1 → C(K) can be extended to an operator eT : X →
C(K) with ‖eT‖ ≤ (1 + ε)‖T‖; this answers a question of Speegle.
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1. Introduction

In this paper we study extensions of linear operators from separable Banach
spaces into C(K)-spaces where K is compact metric. This subject has a long his-
tory but many quite simply stated problems remain open. The first result in this
direction is Sobczyk’s theorem [37], which states that c0 is 2-separably injective,
i.e., if X is a separable Banach space and T0 : E → c0 is a bounded operator defined
on a subspace then T0 has an extension T with ‖T ‖ ≤ 2‖T0‖. Later Zippin [40]
showed the converse that c0 is the only separably injective space.

If one replaces c0 by C(K) with K an arbitrary compact metric space then a
number of special results are known (if X is separable it will then follow that one
has the same results for an arbitrary C(K)-space). In 1971, Lindenstrauss and
Pe�lczyński showed that every operator T0 : E → C(K) where E is a subspace of
c0, can be extended to T ; c0 → C(K) with ‖T ‖ ≤ (1 + ε)‖T0‖. Similar results
with ‖T ‖ = ‖T0‖ are known for �p where 1 < p < ∞ (Zippin [41]). On the other
hand, the fact that C(K)-spaces are not separably injective in general implies that
a similar result is false in �1. Johnson and Zippin [16] showed that T0 : E → C(K)
can be extended if E is weak∗-closed and give an estimate of ‖T ‖ ≤ (3 + ε)‖T0‖. A
partial converse was given by the author in [18]: if E is a subspace of �1 such that
every bounded operator T : E → C(K) can be extended and �1/E has a UFDD
then �1/E is isomorphic to the dual of a subspace of c0. For recent survey of this
problem we refer to Zippin [42].

We here aim to compare and contrast this linear extension problem with the
corresponding nonlinear problem for Lipschitz maps. In fact if E is a closed sub-
set of any Banach space X and F0 : E → C(K) is a Lipschitz map then there is
always a Lipschitz extension F : X → C(K) by a result of Lindenstrauss [26];
furthermore in [19] we showed that one can take the Lipschitz constant of F ,
Lip(F ) ≤ 2Lip(F0). Nevertheless if one considers the existence of an almost iso-
metric extension (Lip(F ) ≤ (1 + ε)Lip(F0)) the results seem to parallel the linear
theory.

We now discuss the contents of the paper. We will restrict ourselves to the
context of real Banach spaces. In order to discuss our results let us introduce the
following definitions (see §2 for full description of our terminology). If X,Y are
Banach spaces and E is a closed subspace of X (respectively, closed subset of X)
then (E,X) has the linear (λ, Y )-extension property (respectively the Lipschitz
(λ, Y )-extension property) if every linear operator T0 : E → Y (respectively every
Lipschitz map F0 : E → Y ) has a linear extension T : X → Y with ‖T ‖ ≤ λ‖T0‖
(respectively a Lipschitz extension F : X → Y with Lip(F ) ≤ λLip(F0)).

In §2 we introduce our terminology and discuss some elementary facts about
extension problems. In §3 we recall the theory of types introduced by Krivine and
Maurey [25], and discuss some special classes of Banach spaces which will play a role
in the latter part of the paper; these include spaces with properties (M) and (M∗),
introduced by the author in the study of M-ideals [17] and some new properties
(L) and (L∗). In §4 we relate the theory of types to the existence of Lipschitz
extensions by recasting the results of [19] in terms of the behavior of types.
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In §5, we turn to the problem of extending linear operators with range in c0. We
show that for 1 < λ ≤ 2, if E is a linear subspace of a separable Banach space X
then (E,X) has the linear (λ, c0)-extension property if and only it has the Lipschitz
(λ, c0)-extension property. One remarkable fact that emerges is that (E,X) has
the linear (λ, c0)-extension property if and only if (E,X) has the corresponding
Lipschitz (λ, c0)-property; for either, it suffices to check all pairs (E,F ) where
E ⊂ F ⊂ X and dimF/E = 1. We then characterize spaces X with the property
that (E,X) has the linear (λ, c0)-extension property for every closed subspace E.

In §6 we consider the same problem for c in place of c0. Here the results are
necessarily somewhat more complicated and the problem of extending Lipschitz
maps is not equivalent to extending linear maps. Indeed c is a 2-Lipschitz absolute
retract but the extension constant for linear maps from separable Banach spaces
into c is 3 (McWilliams [30]).

In §7 we find that by restricting attention to the almost isometric case we can
obtain quite satisfactory results. We obtain a description of separable spaces X so
that for every subspace E the pair (E,X) has the linear (1 + ε, C(K))-extension
property for every C(K)-space and every ε > 0. This property is equivalent to the
corresponding property for Lipschitz extensions and can be described in terms of
types on X∗. As a particular example we see that spaces with properties (M∗)
or (L∗) have this extension property. In particular since Orlicz sequence spaces
with separable dual can be renormed to have property (M) we obtain an extension
theorem for such spaces. In §8 we consider isometric extensions. Johnson and
Zippin [16] had shown that that if X is uniformly smooth then the existence of
almost isometric linear extensions implies the existence of isometric extensions;
they asked if this is true when X is merely smooth and reflexive. We present a
generalization of their result and an extension to the Lipschitz case, but give a
counterexample to their question.

In §9 we consider the problem of extending operators from weak∗-closed sub-
spaces of a separable dual space. Here we improve a result of Johnson and Zippin
[16] who showed that if E is a weak∗-closed subspace of �1 then (E, �1) has the
(3 + ε, C(K))-extension property (for every ε > 0 and every K). We show that 3 + ε
can be reduced to 1 + ε.

In §10 we turn our attention to universal extensions. We consider separable
Banach spaces X such that if Y ⊃ X and Y is separable then (X,Y ) always has the
linear (1 + ε, C(K))-extension property; such spaces are said to have the separable
universal linear C-AIEP. This class was first considered by Speegle [38] who showed
that such a space cannot be uniformly smooth. However no infinite-dimensional
examples of such spaces were known. We show that �1 and moreover any dual of a
subspace of c0 has this property. We also give examples to show the class contains
some spaces not of this form (at least isometrically).

In §11 we attempt to describe those separable Banach spaces X which have the
property that whenever M is a metric space containing X then the pair (X,M)
has the Lipschitz (1 + ε, C(K))-extension property for every ε > 0 and every K; in
this case we say that X has the universal Lipschitz C-AIEP. We show that this is
related to a property we call the 1-positive Schur property; this draws heavily on
work of Odell and Schlumprecht [32]. We also show that under certain other mild
conditions the universal Lipschitz C-AIEP is equivalent to the separable universal
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linear c-AIEP (i.e., the corresponding linear property but just for the space c in
place of all C(K)-spaces).

2. Extension properties

We remind the reader that all Banach spaces are assumed real. Suppose X,Y are
Banach spaces and E is a closed subspace of X . We say that (E,X) has the (λ, Y )-
linear extension property (linear (λ, Y )-EP) if for every bounded linear operator
T0 : E → Y there is a bounded linear extension T : X → Y with ‖T ‖ ≤ λ‖T0‖.
If (E,X) has the linear (λ, Y )-EP for every closed linear subspace E we say that
X has the linear (λ, Y )-EP. We say that X has the [almost ] isometric linear Y -
extension property (linear Y -[A]IEP) if it has the linear (1, Y )-EP [respectively, the
linear (λ, Y )-EP for every λ > 1].
Y is said to be λ-injective if every pair (E,X) has the (λ, Y )-linear extension

property. There are no separable 1-injective spaces but Sobczyk’s theorem [37]
implies that c0 is 2-separably injective i.e., every pair (E,X) with X separable has
the (2, c0)-linear extension property. A result of Zippin [40] shows that the converse
is true, i.e., every Banach space which is separably injective is isomorphic to c0.

The spaces C(K) are, in general, not separably injective, but there has been
some considerable work on establishing conditions on a pair (E,X) so that (E,X)
has the (λ, C(K))-linear extension property for every compact Hausdorff space K;
in the case when X is separable it suffices to consider metric K. We refer to [42].
We use the symbol C to represent an arbitrary C(K)-space where K is compact
metric. Thus we will say that X has the linear (λ, C)- extension property (linear
(λ, C)-EP) if it has the (λ, C(K))-linear extension property for every compact metric
space K and the linear C-extension property (linear C-EP) if it has the linear (λ, C)-
extension property for some λ ≥ 1. As above we may also define the [almost ]
isometric linear C-extension property (C-[A]IEP).

If X,Y are separable Banach spaces we say that X has the separable universal
linear (λ, Y ) extension property if whenever Z is a separable Banach space contain-
ing X then (X,Z) has the (λ, Y )-extension property. By the above remarks every
separable Banach space has the separable universal (2, c0)-extension property; a re-
sult of McWilliams [30] shows that every separable Banach space has the separable
universal (3, c)-EP. On the other hand, Lindenstrauss (Corollary to Theorem 7.5
and Theorem 7.6 of [27]) shows that a Banach space X has the separable universal
c-IEP (or (1, c)-EP) if and only if X is finite-dimensional and polyhedral.

We shall be particularly interested in the separable universal C-AIEP (i.e., the
separable universal (λ, C(K))-EP for every compact metric space K and every λ >
1.) This has been considered by Speegle [38].

In this paper we will exploit the connection between linear extension problems
and nonlinear extension problems. Assume M is a metric space and E is any subset
of M . If Y is an arbitrary Banach space then we say that (E,X) has the Lipschitz
(λ, Y )-extension property (Lipschitz (λ, Y )-EP) if every Lipschitz map F0 : E → Y
has a Lipschitz extension F : M → Y with Lip(F ) ≤ λLip(F0) where

Lip(F ) = sup
{‖F (x) − F (y)‖

d(x, y)
: x 	= y ∈M, x 	= y

}
.
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As before we say (E,M) has the Lipschitz Y -IEP if it has the (1, Y )-EP and the
Lipschitz Y -AIEP if it has the (λ, Y )-EP for every λ > 1. We also say that (E,M)
has the Lipschitz (λ, C)-extension property if it has the Lipschitz (λ, C(K))-EP for
every compact metric K and define the corresponding Lipschitz C-IEP and Lipschitz
C-AIEP.

In the nonlinear category the spaces C(K) for K compact metric are Lipschitz
absolute retracts; this is due to Lindenstrauss [26]. The best constant is 2 as was
shown in [19].

We say that M has the universal Lipschitz (λ, Y )-extension property if (M,M ′)
has the Lipschitz (λ, Y )-EP for every metric space M ′ ⊃M . In the case Y = C(K)
where K is compact metric it is proved in [19] that M has the universal Lipschitz
C-IEP if and only if M has the collinearity property, which is equivalent when
M = X is a Banach space to the fact that X is finite-dimensional and polyhedral.

Proposition 2.1. Let X,Y be Banach spaces. Then X has the universal Lipschitz
(λ, Y )-EP if and only if (X,Z) has the Lipschitz (λ, Y )-EP for every Banach space
Z containing X linearly isometrically.

Proof. Simply embed X linearly isometrically into �∞(I) for some index set I. It
suffices that (X, �∞(I)) has the (λ, Y )-EP. �

The following lemma is very well-known but will be useful later in the paper and
we state it for reference.

Lemma 2.2. Let X be a Banach space and suppose (xj)j∈J is a subset of X.
Suppose we are given (dj)j∈J with dj > 0 for all j. Suppose that

‖xj − xk‖ ≤ dj + dk j, k ∈ J.

Then there is a Banach space Y ⊃ X with dimY/X ≤ 1 and a point y ∈ Y such
that

‖y − xj‖ ≤ dj j ∈ J.

Proof. Embed X isometrically in the space Z = �∞(BX∗) via the canonical em-
bedding. Then the balls xj + djBZ intersect pairwise and since Z has the binary
intersection property there exists y ∈ Z with y ∈ xj + djBZ for every j ∈ J. Let
Y = [X, y] and the proof is complete. �

3. Some remarks about types

Let X be a Banach space. A type on X is a function τ : X → [0,∞) of the form

(3.1) τ(x) = lim
d

‖x+ xd‖
where (xd)d∈D is a uniformly bounded net in X . If X is separable every type can
written using a sequence i.e.,

(3.2) τ(x) = lim
n→∞ ‖x+ xn‖.

In general let us say that τ is a sequential type if it is given in the form

(3.3) τ(x) = lim
n∈U

‖x+ xn‖
for some nonprincipal ultrafilter U .
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A type τ is said to be nontrivial if

τ(x) > 0 x ∈ X

and strict if
τ(x) > ‖x‖ x ∈ X.

We shall say that τ is a bidual type if τ(x) = ‖x + x∗∗‖ for some x∗∗ ∈ X∗∗. We
also say that τ is monotone if

τ(x) ≥ τ(0) x ∈ X

and τ is symmetric if
τ(x) = τ(−x) x ∈ X.

τ is said to be weakly null if it is of the form (3.3) with (xn)∞n=1 a weakly null
sequence.

A type τ on X∗ is said to be weak∗-null if it is expressible in the form (3.3) with
(xn)∞n=1 a weak∗ null sequence.

We recall that there is a canonical contractive projection π of X∗∗∗ on its sub-
space X∗ with kernel X⊥. X is called a strict u-ideal ([12]) if ‖I − 2π‖ = 1.

Proposition 3.1. Let X be a separable Banach space such that every weak∗-null
type on X∗ is symmetric. Then X is a strict u-ideal and hence X∗ is separable.

Proof. Suppose x∗∗∗ ∈ X⊥ ⊂ X∗∗∗. Then there is net (x∗d)d∈D in X∗ which
converges weak∗ in X∗∗∗ to x∗∗∗ such that for any x∗ ∈ X∗ ⊂ X∗∗∗ we have

‖x∗ + x∗∗∗‖ = lim
d∈D

‖x∗ + x∗d‖.
Now since X is separable for any fixed x∗ ∈ X∗ we can find a weak∗-null sequence
(v∗n)∞n=1 in {x∗d}d∈D such that

lim
d∈D

‖ ± x∗ + x∗d‖ = lim
n→∞ ‖ ± x∗ + v∗n‖

and it follows that
‖x∗ + x∗∗∗‖ = ‖x∗ − x∗∗∗‖

or ‖I − 2π‖ = 1. The fact that this implies X∗ is separable follows from Proposi-
tion 2.8 of [12]. �

Let us recall at this stage that a separable Banach space is said to have the
metric approximation property (MAP) if there is a sequence of finite-rank operators
Tn : X → X such that ‖Tn‖ ≤ 1 and limn→∞ Tnx = x for x ∈ X .

A separable Banach space X is said to have the unconditional metric approxi-
mation property (UMAP) if there is a sequence (Tn)∞n=1 of finite-rank operators on
X such that limn→∞ Tnx = x for x ∈ X and limn→∞ ‖I − 2Tn‖ = 1. This concept
was introduced in [3]. See also [12] and [8].

Lemma 3.2. (i) Suppose X is a Banach space and (xn)∞n=1 is a weakly null
sequence in X. Suppose u ∈ X is such that limn→∞ ‖u + xn‖ exists. Then
there is an infinite subset M of N, u∗ ∈ X∗ and a weak∗ null sequence (x∗n)n∈M

so that ‖u∗ + x∗n‖ = 1 for n ∈ M and

u∗(u) + lim
n∈M

x∗n(xn) = lim
n→∞ ‖u+ xn‖.
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(ii) Suppose X is a Banach space with UMAP not containing a copy of �1. Sup-
pose (x∗n)∞n=1 is a weak∗ null sequence in X∗. Suppose u∗ ∈ X is such that
limn→∞ ‖u∗ + x∗n‖ exists. Then, given ε > 0, there is an infinite subset M of
N, u ∈ X and a weakly null sequence (xn)n∈M so that ‖u+xn‖ ≤ 1 for n ∈ M

and
u∗(u) + lim inf

n∈M
x∗n(xn) > (1 − ε) lim

n→∞ ‖u∗ + x∗n‖.

Proof. For (i) pick v∗n with ‖v∗n‖ = 1 and v∗n(u + xn) = ‖u + xn‖. Pass to a
subsequence (v∗n)n∈M which converges weak∗ to some u∗ and then put xn = v∗n−u∗
for n ∈ M.

(ii) First note that by Theorem 9.2 of [12], X has the shrinking UMAP, i.e.,
there is a sequence of finite-rank operators Tn with limn→∞ ‖I − 2Tn‖ = 1 and

lim
n→∞ ‖x− Tnx‖ = 0 x ∈ X

and
lim

n→∞ ‖x∗ − T ∗
nx

∗‖ = 0 x∗ ∈ X∗.

We can assume that for some sequence ηn ↓ 0 we have

‖I − 2Tn‖ < 1 + ηn, ‖TmTn − Tn‖ < ηn m > n.

Now pick vn ∈ X with ‖vn‖ = 1 so that

lim
n→∞(u∗ + x∗n)(vn) = lim

n→∞ ‖u∗ + x∗n‖.
We may now find an increasing sequence of natural numbers (rn)∞n=1 so that
limn→∞ ‖T ∗

rn
x∗n‖ = 0. For k ∈ N

‖(I − 2Trn)(I − 2Tk) − (I − 2Trn + 2Tk)‖ < 4ηk rn > k

and so
‖I − Trn + Tk‖ < (1 + ηn)(1 + ηk) + 4ηk.

Now note that ((I − Trn)vn)∞n=1 is weakly null; indeed if x∗ ∈ X∗ then

|x∗((I − Trn)vn)| ≤ ‖x∗ − T ∗
rn
x∗‖.

Let us now fix k ∈ N. Select M so that limn∈M Tkvn = ũ exists and let x̃n =
(I − Trn)vn. Then

lim sup
n∈M

‖ũ+ x̃n‖ ≤ 1 + 5ηk.

However
lim

n→∞ ‖(T ∗
k − T ∗

rn
)(u∗ + x∗n) − T ∗

ku
∗ + u∗‖ = 0

and so
lim sup

n∈M

(u∗ + x∗n)(Tkvn − Trnvn) ≤ ‖u∗ − T ∗
ku

∗‖.
Hence

u∗(ũ) + lim inf
n∈M

x∗n(x̃n) = lim inf
n∈M

(u∗ + x∗n)(vn + Tkvn − Trnvn)

≥ lim
n→∞ ‖u∗ + x∗n‖ − ‖u∗ − T ∗

ku
∗‖.

If we take k large enough and let u = (1 + 5ηk)−1ũ and xn = (1 + 5ηk)−1x̃n we
obtain (ii). �
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A Banach space X is said to have property (M) if

lim
n→∞ ‖u+ xn‖ = lim

n→∞ ‖v + xn‖ u, v ∈ X, ‖u‖ = ‖v‖
whenever (xn) is weakly null and both limits exist. X has property (M∗) if

lim
n→∞ ‖u∗ + x∗n‖ = lim

n→∞ ‖v∗ + x∗n‖ u∗, v∗ ∈ X∗, ‖u∗‖ = ‖v∗‖
whenever (x∗n) is weak∗ null in X∗ and both limits exist. In the language of types
X has property (M) (respectively (M∗)) if every weakly null (respectively weak∗

null) type on X (respectively X∗) is a function of the norm.
These properties were introduced in connection with the theory of M -ideals in

[17]. It is known that for separable Banach spaces (M∗) implies (M) [17] and if
X contains no copy of �1, (M) implies (M∗). If X is a separable Banach space
with property (M∗) and with MAP then X has UMAP. In the language of types
X has property (M) (respectively (M∗)) if every weakly null (respectively weak∗

null) type on X (respectively X∗) is a function of the norm.
We also want to introduce a reverse property. Let us say that a separable Banach

space X has property (L) if

lim
n→∞ ‖u+ xn‖ = lim

n→∞ ‖u+ yn‖ u ∈ X

whenever (xn) and (yn) are weakly null and limn→∞ ‖xn‖ = limn→∞ ‖yn‖. X has
property (L∗) if

lim
n→∞ ‖u∗ + x∗n‖ = lim

n→∞ ‖u∗ + y∗n‖ u∗ ∈ X∗

whenever (x∗n) and (y∗n) are weak∗ null in X∗ and limn→∞ ‖x∗n‖ = limn→∞ ‖y∗n‖.
Note that if X has property (L) or (M) it is clear that every weakly null type

is symmetric: similarly if X has (L∗) or (M∗) then every weak∗-null type on X∗

is symmetric. From this we deduce via Proposition 3.1 that if X has (L∗) or (M∗)
then X∗ is automatically separable.

Proposition 3.3. (i) X has property (M) if and only if whenever σ is a weakly
null type on X then

‖x‖ = ‖y‖ =⇒ σ(x) = σ(y) x, y ∈ X.

(ii) X has property (M∗) if and only if whenever σ is a weak∗ null type on X
then

‖x∗‖ = ‖y∗‖ =⇒ σ(x∗) = σ(y∗) x∗, y∗ ∈ X∗.
(iii) X has property (L) if and only if, whenever σ, τ are weakly null types on X

σ(0) = τ(0) =⇒ σ(x) = τ(x) x ∈ X.

(iv) X has property (L∗) if and only if, whenever σ, τ are weak∗ null types on X

σ(0) = τ(0) =⇒ σ(x∗) = τ(x∗) x∗ ∈ X∗.

Note here that in each instance the equalities can be replaced by inequalities
e.g., in (iii) X has property (L) if and only if, whenever σ, τ are weakly null types
on X

σ(0) ≤ τ(0) =⇒ σ(x) ≤ τ(x) x ∈ X.

To see this suppose
σ(x) = lim

n∈U
‖x+ xn‖ x ∈ X
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and
τ(x) = lim

n∈U
‖x+ yn‖ x ∈ X

where (xn)∞n=1, (yn)∞n=1 are weakly null sequences. If σ(0) < τ(0) we choose α =
σ(0)/τ(0) and note that

σ(x) = lim
n∈U

‖x+ αyn‖.
Since

τ(x) = lim
n∈U

‖x+ yn‖
convexity gives σ(x) ≤ τ(x).

Proposition 3.4. Let X be a separable Banach space.
(i) If X has property (L∗) then X has property (L).

(ii) If X has property (L), contains no copy of �1 and has UMAP then X∗ has
property (L∗).

Proof. These follow directly from Lemma 3.2. For (i) suppose (xn)∞n=1, (yn)∞n=1 is
weakly null and limn→∞ ‖xn‖ = limn→∞ ‖yn‖. Suppose further that limn→∞ ‖u+
xn‖ and limn→∞ ‖u+ yn‖ both exist. Then, using Lemma 3.2 (i), there is u∗ ∈ X∗

and a weak∗-null sequence (x∗n) so that ‖u∗ + x∗n‖ = 1 and for some subsequence
M we have

lim
n∈M

u∗(u) + x∗n(xn) = lim
n→∞ ‖u+ xn‖.

On the other hand we can also find a further subsequence M0, v∗ ∈ X∗ and a weak∗

null sequence (y∗n)n∈M0 with ‖v∗ + y∗n‖ = 1 such that

lim
n∈M0

(v∗ + y∗n)(yn) = lim
n∈M0

y∗n(yn) = lim
n→∞ ‖yn‖.

Since all weak∗-null types on X∗ are symmetric, it follows that

lim sup
n∈M0

‖y∗n‖ ≤ 1
2

lim sup
n∈M0

(‖v∗ + y∗n‖ + ‖v∗ − y∗n‖) ≤ 1.

Hence limn∈M0 ‖y∗n‖ = 1. Consider the sequence (u∗ + ‖x∗n‖y∗n)n∈M0 . By property
(L∗) we have

lim
n∈M0

∥∥∥u∗ + ‖x∗n‖y∗n
∥∥∥ = 1.

Thus

lim
n→∞ ‖u+ xn‖ ≤ u∗(u) + lim

n∈M0
x∗n(xn)

≤ u∗(u) + lim
n∈M0

‖x∗n‖‖xn‖
≤ u∗(u) + lim sup

n∈M0

‖x∗n‖‖yn‖

≤ u∗(u) + lim sup
n∈M0

‖x∗n‖y∗n(yn)

≤ lim sup
n∈M0

(u∗ + ‖x∗n‖y∗n)(u + yn)

≤ lim
n→∞ ‖u+ yn‖.

The reverse inequality also follows.
(ii) is similar. �
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It is easy to create examples of space with properties (L) or (L∗). Curiously
these examples are also isomorphic (not isometric) to spaces with property (M) or
(M∗). It was first shown in [17] that if Φ is an Orlicz function then the space hΦ

(the closure of c00 in the Orlicz space �Φ) can be renormed to have a 1-unconditional
basis and property (M); hence it has property (M∗) when it has separable dual.
This construction was generalized in [1] to so-called Orlicz–Fenchel spaces, and it
was noted that this class includes certain twisted sums such as the spaces Zp for
1 < p <∞ constructed in [22].

We follow the construction first given in [1], but note that a small corretcion
must be made. Let Vk be a sequence of finite-dimensional spaces and for each k let
Nk be a norm on R × Vk such that

(3.4) Nk(λ, x) ≤ Nk(μ, x) 0 ≤ λ ≤ μ, x ∈ Vk,

(3.5) Nk(λ, x) = Nk(−λ, x) λ ∈ R, x ∈ Vk,

and

(3.6) Nk(1, 0) = 1.

It is clear that these conditions imply Nk(λ, x) ≥ |λ| and Nk(λ, x) ≥ Nk(0, x) for
all λ, x. In [1] on p. 118 (3.5) is omitted. However in the subsequent application
(Lemma 4.8 of [1]) it is easily verified that the constructed norms also satisfy (3.5).

Let c00(Vk) be the space of finitely nonzero sequences v = (vk)∞k=1 with vk ∈ Vk.
For m < n we define a seminorm Nm,n on c00(V ) by

Nn,n(v) = Nn(0, , vn)

and then, inductively define

Nm,n(v) = Nm(Nm+1,n(v), vm) m < n.

Similarly define

Nm,n(v) = Nm(Nm−1,n(v), vm) m > n.

Let
‖v‖L = sup

m≤n
Nm,n(v).

Similarly let
‖v‖M = sup

m≥n
Nm,n(v).

Let ΛL and ΛM be the completions of (c00(Vk), ‖ · ‖L) and (c00(Vk), ‖ · ‖M ). Note
that both spaces have 1-unconditional FDD’s and hence UMAP.

Let Φk(x) = Nk(1, x) − 1. Thus Φk : Vk → R is convex and even.

Proposition 3.5. (i) The space (ΛL, ‖ · ‖L) has property (L).
(ii) The space (ΛM , ‖ · ‖M ) has property (M).

(iii)

ΛM = ΛL =

{
v :

∞∑
k=1

Φk(tvk) <∞ ∀ t > 0

}
.
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Proof. (i) and (ii) are trivial.
(iii) for ΛM is essentially shown in [1] Theorem 4.1 for a fixed N = Nk. We

will prove only the characterization of ΛL which is in fact almost identical to the
argument for ΛM . First suppose v ∈ ΛL with ‖v‖L = 1. Let v = (v1, . . . , vn, 0, · · ·).
Then for 1 ≤ k ≤ n− 1 we have, since Nk+1,n(v) ≤ 1,

Nk(Nk+1,n(v), vk) = Nk+1,n(v)(1 + Φk(vk/Nk+1,n(v))) ≥ Nk+1,n(v) + Φk(vk).

1 = N1,n(v) =
n−1∑
k=1

(Nk(Nk+1,n(v), vk) −Nk+1,n(v))

≥
n∑

k=1

(Nk(1, vk) − 1)

≥
n∑

k=1

Φk(vk).

Hence
∑∞

k=1 Φk(vk) ≤ 2.
It follows immediately that if v ∈ ΛL then

∑∞
k=1 Φk(tvk) <∞ for all t.

Conversely suppose v ∈ c00(Vk) and
∑∞

k=1 Φk(vk) < 1. Suppose m < n and
that Nm,n(v) > 2. Note that Nn,n(v) = Nn(0, vn) ≤ Nn(1, vn) ≤ 2. Let r be the
smallest index so that Nr,n(v) ≤ 2. Then

Nr−1,n(v) = Nr−1(Nr,n(v), vr−1) ≤ Nr−1(2, vr−1) ≤ 2(1 + Φr−1(vr−1/2))

and then

Nj−1,n(v) = Nj−1(Nj,n(v), vj−1) ≤ Nj,n(v)(1+Φj−1(vj−1/2)) m+1 ≤ j ≤ r−1.

Thus

Nm,n(v) ≤ 2
r−1∏
j=m

(1 + Φk(vk)) ≤ 2e.

It follows that ‖v‖L ≤ 2e.
Now assume

∑∞
k=1 Φk(tvk) < ∞ for every t > 0. Then for every ε > 0 we can

find r so that
∑∞

k=r+1 Φk(2evk/ε) < 1. Thus

‖(0, . . . , 0, vm+1, . . . , vn, 0, . . .)‖L < ε r ≤ m < n <∞.

This implies v ∈ ΛL. �

In particular if (φk)∞n=1 is a sequence of Orlicz functions on R, normalized so
that φk(1) = 1, we can define Nk on R2 so that

Nk(t, 1) =

{
1 + φk(|t|) 0 ≤ t ≤ 1
2 + ck(t− 1) 1 < t <∞

where ck is chosen large enough to ensure convexity. Thus the Orlicz–Musielak
space h(φk) defined as the closure of c00 in space �(φk) can be renormed to either
have property (L) or property (M). For property (M) these results where first
established in [17]. In the case when these spaces have separable dual one also
deduces that they also enjoy (L∗) or (M∗). The class of spaces contained this way
includes finite direct sums of spaces of type �p or c0.
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In [1] the same ideas are applied to Orlicz–Fenchel spaces. Here we take V = Vk

to be a fixed finite-dimensional space and Φ = Φk to be a fixed Young’s function on
V i.e., an even continuous convex function Φ : V → [0,∞) with Φ(x) > 0 if x 	= 0.
It is shown in [1] that the space hΦ of all V -valued sequences (vk)∞k=1 such that∑∞

k=1 Φ(tvk) < ∞ for all t > 0 can be equivalently normed to have property (M);
however the same argument shows that they can also be renormed to have property
(L). If these spaces have separable dual (e.g., if they have nontrivial type) then
they can be renormed to have (L∗) or (M∗). This class of Orlicz–Fenchel spaces
includes such spaces as the twisted sums Zp for 1 < p <∞ originally introduced in
[22]. Here we take V = R2 and define

Ψ(x, y) =

{
|y|p + |x− y log |y||p y 	= 0
|x|p y = 0.

Then Ψ is not convex but is equivalent to a convex function (see [1]). The space Zp

has a subspace isomorphic to �p spanned by the vectors (0, . . . , (0, 1), . . .) so that
the quotient is also isomorphic to �p.

Let us now recall that a separable Banach space X is said to have property (mp)
for 1 < p ≤ ∞ if every weakly null type σ is of the form

σ(x) =

{
(ap + ‖x‖p)

1
p x ∈ X, 1 ≤ p <∞

max(a, ‖x‖) x ∈ X, p = ∞.

Similarly X has property (m∗
p) for 1 ≤ p <∞ if every weak∗-null type σ on X∗ has

the form

σ(x∗) =

{
(ap + ‖x∗‖p)

1
p x∗ ∈ X∗, 1 ≤ p <∞

max(a, ‖x∗‖) x∗ ∈ X, p = ∞.

It is clear that property (mp) implies both property (M) and property (L); and
similarly (m∗

p) implies both property (M∗) and property (L∗).

Proposition 3.6. Suppose X is a separable Banach space.
(i) If X has both property (L) and property (M) and contains no copy of �1 then

X has property (mp) for some 1 < p ≤ ∞.
(ii) If X has both property (L∗) and property (M∗) then X has property (m∗

p) for
some 1 ≤ p <∞.

Proof. (i) By Proposition 3.9 of [17] for every a > 0 there is a weakly null type
σ on X of the form σ(x) = (ap + ‖x‖p)

1
p for some 1 < p ≤ ∞ (with obvious

interpretation when p = ∞). But then property (L) implies that every weakly null
type on X is of this form.

(ii) The proof is similar, but requires a couple of remarks. Let (x∗n)∞n=1 generate
a nontrivial weak∗-null type via the formula

σ(x∗) = lim
U

‖x∗ + x∗n‖
where U is some nontrivial ultrafilter on N. Then as in Lemma 3.6 of [17] one
generates a weak∗-null sequence (y∗n) which is (1 + ε)-equivalent to the unit vector
basis of the space ΛM corresponding to the fixed norm

N(α, β) = lim
n→∞ ‖αu∗ + βx∗n‖
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where ‖u∗‖ = 1. Arguing as in [17] one obtains from Krivine’s theorem the existence
of 1 ≤ p ≤ ∞ so that

τ(x∗) = (ap + ‖x∗‖p)
1
p

is a weak∗-null type on X∗. By property (L∗) every weak∗-null type is of this form.
However if p = ∞ then c0 embeds in X∗ and hence X∗ is nonseparable by a classical
result of Bessaga and Pe�lczyński [2]. As already observed (M∗) implies that X∗ is
separable. �

Finally let us recall that a Banach space X is called stable [25] if

lim
m→∞ lim

n→∞ ‖xm + yn‖ = lim
n→∞ lim

m→∞ ‖xm + yn‖
whenever both limits exist. If X is stable it is possible to unambiguously define the
convolution σ ∗ τ of two types

σ(x) = lim
n→∞ ‖x+ xn‖, τ(x) = lim

n→∞ ‖x+ yn‖ x ∈ X

by
σ ∗ τ(x) = lim

m→∞ lim
n→∞ ‖x+ xm + yn‖.

Then σ ∗ τ = τ ∗ σ.
We will need one elementary fact about stable spaces.

Proposition 3.7. If X is a separable Banach space such that X∗ is stable then
every type on X∗ is weak∗-lower-semicontinuous.

Proof. If X∗ is stable and σ is a type defined by

σ(x∗) = lim
n→∞ ‖x∗ + y∗n‖ x∗ ∈ X∗

then for any weak∗-convergent sequence (x∗n)∞n=1 converging to x∗, we have for any
nonprincipal ultrafilter U ,

lim
n∈U

σ(x∗n) = lim
n∈U

lim
m→∞ ‖x∗n + y∗m‖

= lim
m∈U

lim
n∈U

‖x∗n + y∗m‖
≥ lim

m∈U
‖x∗ + y∗m‖

= σ(x∗). �

4. Types and Lipschitz extensions

Suppose X is a Banach space and C is a closed subset. Let us introduce two
conditions on the pair (C,X). We will say that (C,X) satisfies the condition Σ0(λ)
(or, more informally, C satisfies the condition Σ0(λ)) if given a bounded sequence
(en)∞n=1 in C, x ∈ X and ε > 0 there exists e ∈ C and an infinite subset M of N

such that
‖en − e‖ ≤ λ‖en − x‖ + ε n ∈ M.

We will say that (C,X) satisfies the condition Σ1(λ) if given two bounded sequences
(en)∞n=1 and (fn)∞n=1 in C, x ∈ X and ε > 0 there exists e ∈ C and an infinite subset
M of N such that

‖en − e‖ + ‖fn − e‖ ≤ λ(‖en − x‖ + ‖fn − x‖) + ε n ∈ M.

Notice that Σ1(λ) implies Σ0(λ) by taking en = fn.
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The following theorems were proved in [19].

Theorem 4.1. Let X be a Banach space and suppose C is a separable subset.
Suppose 1 < λ ≤ 2. The following conditions on (C,X) are equivalent:

(i) (C,X) has the Lipschitz (λ, c0)-extension property.
(ii) (C,X) has the property Σ0(λ).
In the case λ = 1 then (ii) is equivalent to:

(iii) (C,X) has the Lipschitz c0-AIEP.

Theorem 4.2. Let X be a Banach space and suppose C is a separable subset.
Suppose 1 < λ ≤ 2. The following conditions on (C,X) are equivalent:

(i) (C,X) has the Lipschitz (λ, C)-extension property.
(ii) (C,X) has the property Σ1(λ).
In the case λ = 1 then (ii) is equivalent to:

(iii) (C,X) has the Lipschitz C-AIEP.

In the definition of Σ0(λ) and Σ1(λ), the word bounded is redundant when λ > 1
as the conditions are automatically satisfied by any unbounded sequence. However
when λ = 1 we get a slightly stronger notion. We will say that (C,X) satisfies the
condition Σ∗

0(1) if given a sequence (en)∞n=1 in C, x ∈ X and ε > 0 there exists
e ∈ C and an infinite subset M of N such that

‖en − e‖ ≤ ‖en − x‖ + ε n ∈ M.

We will say that (C,X) satisfies the condition Σ∗
1(1) if given two sequences (en)∞n=1

and (fn)∞n=1 in C, x ∈ X and ε > 0 there exists e ∈ C and an infinite subset M of
N such that

‖en − e‖ + ‖fn − e‖ ≤ ‖en − x‖ + ‖fn − x‖ + ε n ∈ M.

We then have [19]:

Theorem 4.3. (i) (C,X) has the Lipschitz c0-IEP if and only if (C,X) has
property Σ∗

0(1).
(ii) (C,X) has the Lipschitz C-IEP if and only if (C,X) has property Σ∗

1(1).

From this the following is trivial:

Proposition 4.4. If C is a bounded subset of X then (C,X) has the Lipschitz c0-
AIEP (respectively the Lipschitz C-AIEP) if and only if it has the Lipschitz c0-IEP
(respectively the Lipschitz C-IEP).

Let us first point out the trivial connection between types and Lipschitz extension
problems. Let C be a nonempty closed subset of a Banach space X . Then a type
σ will be said to be supported on C if it is of the form

σ(x) = lim
d

‖x− xd‖ x ∈ X

where xd ∈ C for all d. Then we have the following elementary lemma, which is
simply a rewriting of conditions Σ0(λ) and Σ1(λ) (see Theorems 4.1 and 4.2):

Lemma 4.5. Let C be a nonempty separable closed subset of a Banach space X.
Then, for λ > 1:
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(i) (C,X) satisfies the condition Σ0(λ) (i.e., has the Lipschitz (λ, c0)-EP) if and
only if for every type σ supported on C we have

inf
u∈C

σ(u) ≤ λ inf
x∈X

σ(x).

(ii) (C,X) satisfies condition Σ1(λ) (i.e., has the Lipschitz (λ, C)-EP) if and only
if for every pair of types σ, τ supported on C we have

inf
u∈C

(σ(u) + τ(u)) ≤ λ inf
x∈X

(σ(x) + τ(x)).

We now establish some simple results to be used in the rest of the paper.

Lemma 4.6. Let X be a separable Banach space and suppose x∗ ∈ X∗ and λ ≥ 1.
Then the following conditions are equivalent:

(i) (kerx∗, X) satisfies condition Σ0(λ) (respectively Σ1(λ)).
(ii) If H = {x : x∗(x) ≤ 0} then (H,X) satisfies condition Σ0(λ) (respectively

Σ1(λ)).

Proof. (i) =⇒ (ii). It suffices to show that if (kerx∗, X) has the Lipschitz
(λ, Y )-EP then so does (H,X), where Y = c0 or Y = C(K). If F0 : H → Y is a
Lipschitz map, then there a Lipschitz map G : X → Y with Lip(G) ≤ λLip(F0)
and G|ker x∗ = F0. Define

F (x) =

{
F0(x) x∗(x) ≤ 0
G(x) x∗(x) > 0.

Then F extends F0 and Lip(F ) ≤ λLip(F0).
(ii) =⇒ (i). We do the case of Σ1(λ) since the arguments are similar. Suppose

σ, τ are types supported on kerx∗ and ε > 0, Since H and −H both satisfy Σ1(λ)
we can find u ∈ H and v ∈ −H with

σ(u) + τ(u) ≤ λ inf
x∈X

(σ(x) + τ(x)) + ε

σ(v) + τ(v) ≤ λ inf
x∈X

(σ(x) + τ(x)) + ε.

Then a suitable convex combination y = (1 − θ)u + θv ∈ kerx∗ and by convexity
of σ, τ ,

σ(y) + τ(y) ≤ λ inf
x∈X

(σ(x) + τ(x)) + ε. �

Proposition 4.7. Suppose X is a separable Banach space and λ ≥ 1. Then the
following conditions on X are equivalent:

(i) Every closed subspace E of codimension one satisfies condition Σ0(λ) (respec-
tively Σ1(λ)).

(ii) Every closed convex subset C of X satisfies condition Σ0(λ) (respectively
Σ1(λ)).

Proof. We need only show (i) =⇒ (ii). Suppose C is a convex set which fails
Σ1(λ) (for example; the other case is similar). Then there exist types σ, τ , supported
on C, such that for some ε > 0, and v ∈ X

σ(x) + τ(x) > λ(σ(v) + τ(v)) + ε x ∈ C.

Let
D = {x : σ(x) + τ(x) < λ(σ(v) + τ(v)) + 1

2ε}.
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Then D + 1
2εBX ∩ C 	= ∅ so by the Hahn–Banach theorem there exists x∗ ∈ X∗

and α ∈ R so that x∗(x) ≤ α for x ∈ C and x∗(x) ≥ β for x ∈ D where β > α.
Thus {x : x∗(x) ≤ α} also fails Σ1(λ) and thus by Lemma 4.6 so does kerx∗. �

The corresponding statement for weak∗-closed convex subsets of a dual space
does not appear to follow in general because a type need not be weak∗-lower-
semicontinuous. However we have, using Proposition 3.7:

Proposition 4.8. Suppose X is a separable Banach space with X∗ stable, and
λ ≥ 1. Then the following conditions on X∗ are equivalent:

(i) Every weak∗-closed subspace E of codimension one satisfies condition Σ0(λ)
(respectively Σ1(λ)).

(ii) Every weak∗-closed convex subset C of X∗ satisfies condition Σ0(λ) (respec-
tively Σ1(λ)).

The following lemma connecting the linear and nonlinear theories is proved in
[19]:

Lemma 4.9. Suppose X and Y are Banach spaces and suppose E is a closed
subspace of X of co-dimension one. Suppose (E,X) has the Lipschitz (λ, Y )-EP.
Then (E,X) has the linear (λ, Y )-EP.

This allows a simple deduction:

Proposition 4.10. Suppose X and Y are Banach spaces so that for every closed
subspace E of X, (E,X) has the Lipschitz Y -IEP then X has the linear Y -IEP.

If X is separable, and for every closed subspace E of X, (E,X) has the Lipschitz
Y -AIEP then X has the linear Y -AIEP.

If X∗ is separable and for every weak∗-closed subspace E of X∗ the pair (E,X∗)
has the Lipschitz Y -AIEP then for weak∗-closed subspace the pair (E,X∗) has the
linear Y -AIEP.

Proof. This is a trivial deduction from the previous lemma (the first part needs
an argument involving Zorn’s Lemma). �

5. Extensions into c0

Suppose X is a Banach space and supposeKn is a uniformly bounded sequence of
compact convex subsets of BX∗ . Then we may define the nonempty weak∗-compact
set lim supn→∞Kn by

lim sup
n→∞

Kn =
∞⋂

n=1

∞⋃
m=n

Km

(where the closures are in the weak∗-topology). If M is an infinite subset of N we
can define

lim sup
n∈M

Kn =
⋂

n∈M

⋃
m∈M
m≥n

Km

and it is clear that lim supn∈M Kn ⊂ lim supn→∞Kn.

Lemma 5.1. Suppose X is a Banach space and suppose Kn is a uniformly bounded
sequence of compact convex subsets of X∗. Suppose K = lim supn→∞Kn is weak∗-
metrizable. Then:
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(i) If x∗ ∈ K, there is a sequence x∗n ∈ Kn converging weak∗ to x∗ if and only if
x∗ ∈ lim supn∈MKn for every infinite subset M of N.

(ii) There is an infinite subset M of N so that with the property that

lim sup
n∈M′

Kn = lim sup
n∈M

Kn

for every infinite subset M′ of M and this set is convex.

Proof. (i) Assume x∗ ∈ lim supn∈MKn for every infinite subset M of N. Let
(Vk)∞k=1 be a decreasing sequence of closed weak∗-neighborhoods of x∗ with the
property that K ∩ ∩∞

n=1Vn = {x∗}. The the set {n : Vk ∩Kn 	= ∅} is cofinite for
every k and we may pick x∗n ∈ Kn so that for each k, x∗n ∈ Vk eventually. It is clear
that this sequence has exactly one accumulation point x∗ and hence converges to
x∗. The converse is trivial.

(ii) Let (Wk)∞k=1 be a sequence of closed symmetric weak∗-neighborhoods of 0
such that Wk+1 + Wk+1 ⊂ Wk for k ≥ 1 and if x∗, y∗ ∈ lim supn→∞Kn with x∗ −
y∗ ∈Wk for all k then x∗ = y∗. Let (u∗j )∞j=1 be a dense sequence in lim supn→∞Kn.

Arrange the countable family of sets (u∗j + Wk) as a single sequence (Un)∞n=1.
Then we construct inductively subsequences M1 ⊃ M2 ⊃ · · · so that for each k the
set {n ∈ Mk : Kn ∩ Uk 	= ∅} is either finite or cofinite in Mk. Let M be obtained
from Mk by a diagonal procedure so that M ⊂ Mk ∪Ak for a finite set Ak for each
k. Then {n ∈ M : Kn ∩ Uk 	= ∅} is either finite or cofinite for every k.

Now if x∗ ∈ lim supn∈MKn then for each k there exists j so that x∗−u∗j ∈Wk+2

and so that u∗j + Wk+1 is a neighborhood of x∗. Thus (u∗j + Wk+1) ∩Kn 	= ∅ for
infinitely many n ∈ M and hence for a co-finite subset. It follows that, for every
k, x∗ + Wk meets Kn for a cofinite set of n ∈ M. Hence x∗ ∈ lim supn∈M′ Kn for
every infinite subset M′ of M. By (i) it follows that x∗ ∈ lim supn∈M Kn if and only
if there is a sequence (x∗n)n∈M with x∗n ∈ Kn and (x∗n)n∈M converging to x∗. The
set of such x∗ is clearly convex. �

Theorem 5.2. Let X be a Banach space and suppose E is a closed linear subspace
of X such that X/E is separable. Suppose λ ≥ 1. Then the following are equivalent:

(i) (E,X) has the linear (λ, c0)-EP.
(ii) (E,F ) has the linear (λ, c0)-EP whenever F is a linear subspace of X with

E ⊂ F and dimF/E = 1.

Remark. It follows from Sobczyk’s theorem [37] that (i) and (ii) automatically
hold if λ ≥ 2.

Proof. We only need prove (ii) implies (i). Suppose

Tx = (e∗n(x))∞n=1

defines an operator T : E → c0 with ‖T ‖ = 1 which has no extension T̃ to X with
‖T̃‖ ≤ λ. Let Kn denote the set of all x∗ ∈ X∗ with x∗|E = e∗n and ‖x∗‖ ≤ λ.
Then lim supn→∞Kn ⊂ E⊥ is weak∗-metrizable.

By Lemma 5.1 (i) we conclude that there exists an infinite subset M of N so
that 0 /∈ KM = lim supn∈MKn. By (ii) of the same lemma, we can suppose KM is
convex. Hence by the Hahn–Banach theorem we can find x ∈ X so that x∗(x) ≥ 1
for x∗ ∈ KM. Let F be the space E + [x]. By assumption T can be extended to
an operator T̃ : F → c0 with ‖T̃‖ ≤ λ. It follows from the Hahn–Banach theorem
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that we can find x∗n ∈ Kn such that ‖x∗n‖ ≤ λ and limn→∞ x∗n(x) = 0. If x∗ is
any accumulation point of (x∗i )i∈M then x∗ ∈ K but x∗(x) = 0. This contradiction
proves the implication. �
Proposition 5.3. Let X be a separable Banach space and suppose x∗ ∈ X∗. Then
for any λ > 1, the following conditions are equivalent:

(i) (kerx∗, X) has the linear (λ, c0)-EP
(ii) (kerx∗, X) has the Lipschitz (λ, c0)-EP.

(iii) If σ is any weak∗-null type on X∗ then λσ(x∗) ≥ σ(0).

Proof. (i) =⇒ (iii). Suppose ε > 0. Suppose x∗n is a weak∗-null sequence such
that

σ(αx∗) = lim
n→∞ ‖αx∗ + x∗n‖ α ∈ R

and
‖x∗ + x∗n‖ < σ(x∗) + ε n = 1, 2, . . . .

Define T0 : kerx∗ → c0 by T0x = (x∗n(x))∞n=1. Then ‖T0‖ ≤ σ(x∗) + ε. Let T be
any extension with ‖T ‖ ≤ λ‖T0‖. Then Tx = (y∗n(x))∞n=1 where y∗n = αnx

∗ + x∗n
with αn ∈ R. Since (y∗n)∞n=1 is weak∗-null, limn→∞ αn = 0. Thus

lim
n→∞ ‖x∗n‖ ≤ λ(σ(x∗) + ε)

and (iii) follows.
(iii) =⇒ (ii). Let us assume that kerx∗ fails condition Σ0(λ). Then there is an

x ∈ X , ε > 0 and a bounded sequence (en)∞n=1 in E so that for every e ∈ kerx∗

there exists N = N(e) so that

‖e− en‖ ≥ λ‖x− en‖ + 2ε n ≥ N.

It follows that for any compact subset K of kerx∗ there exists N = N(K) with

‖e− en‖ > λ‖x− en‖ + ε e ∈ K, n ≥ N.

Now let (Fn) be an increasing sequence of finite-dimensional subspaces of kerx∗

whose union is dense in kerx∗. Let Kn = Fn∩nBX . We may pass to a subsequence
of (en)∞n=1 (still denoted (en)∞n=1) so that

‖e− en‖ > λ‖x− en‖ + ε e ∈ Kn, n ≥ 1.

It follows from the Hahn–Banach theorem that we can, for n ≥ 1, pick x∗n ∈ X∗

with ‖x∗n‖ = 1 and

x∗n(e− en) ≥ λ‖x− en‖ + ε e ∈ Kn, n ≥ 1.

In particular, since Kn is symmetric,

0 ≤ |x∗n(e)| ≤ x∗n(en) − λ‖x− en‖ − ε e ∈ Kn

which from the boundedness of (en) implies that

|x∗n(e)| ≤ C/n e ∈ BX ∩ Fn

where C is some constant. Thus limn→∞ x∗n(e) = 0 for e ∈ kerx∗ so that every
weak∗-cluster point of (x∗n)∞n=1 is a multiple of x∗. Suppose (x∗n)n∈M is weak∗-
convergent to some αx∗. Let y∗n = x∗n −αx∗. Let U be a nonprincipal ultrafilter on
N containing M. Then by hypothesis

lim
n∈U

‖y∗n‖ ≤ λ lim
n∈U

‖x∗n‖ = λ.
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Thus

0 = lim
n∈U

y∗n(x)

≥ lim
n∈U

y∗n(x − en) + lim
n∈U

y∗n(en))

≥ −λ lim
n∈U

‖x− en‖ + lim
n∈U

x∗n(en)

≥ ε.

This contradiction establishes (ii).
(ii) =⇒ (i) follows from Lemma 4.9. �

Theorem 5.4. Let X be a separable Banach space and suppose E is a closed linear
subspace. Suppose 1 < λ ≤ 2. Then (E,X) has the Lipschitz (λ, c0)-EP if and only
if (E,X) has the linear (λ, c0)-EP.

Hence, (E,X) has the linear c0-AIEP if and only if (E,X) has the Lipschitz
c0-AIEP.

Proof. This is an immediate deduction from Theorem 5.2 and Proposition 5.3
above. The only necessary observation is that (E,X) satisfies condition Σ0(λ) if
and only if (E,F ) satisfies condition Σ0(λ) for every linear space F ⊃ E with
dimF/E = 1. �

The following theorem is now a trivial deduction.

Theorem 5.5. Let X be a separable Banach space. Suppose 1 < λ ≤ 2. The
following conditions are equivalent:

(i) (E,X) has the linear (λ, c0)-EP for every closed subspace E.
(ii) (E,X) has the Lipschitz (λ, c0)-EP for every closed subspace E.

(iii) (C,X) has the Lipschitz (λ, c0)-EP for every closed convex subset C of X.
(iv) (C,X) has the Lipschitz (λ, c0)-EP for every closed bounded convex subset C

of X.
(v) For any weak∗-null sequence (x∗n) and x∗ ∈ X∗ we have

(5.1) lim sup
n→∞

‖x∗n‖ ≤ λ lim sup
n→∞

‖x∗ + x∗n‖.

This yields an immediate conclusion for the almost isometric case:

Theorem 5.6. Let X be a separable Banach space. The following conditions are
equivalent:

(i) (E,X) has the linear c0-AIEP for every closed subspace E.
(ii) (E,X) has the Lipschitz c0-AIEP for every closed subspace E.

(iii) (C,X) has the Lipschitz c0-AIEP for every convex subset C of X.
(iv) (C,X) has the Lipschitz c0-IEP for every closed bounded convex subset C of

X.
(v) If x∗ ∈ X∗ and (x∗n)∞n=1 ∈ X∗ is a weak∗-null sequence, then,

(5.2) lim sup
n→∞

‖x∗n‖ ≤ lim sup
n→∞

‖x∗ + x∗n‖.

Proof. The only point necessary to observe here is that for bounded sets the c0-
AIEP and the c0-IEP are equivalent (Proposition 4.4). �

Note here that (v) simply says that every weak∗-null type on X∗ is monotone.
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6. Extensions into c

We now replace c0 by c. First note that:

Proposition 6.1. If (E,X) has the (λ, c)-EP then (E,X) has the (λ, c0)-EP.

Proof. This is due to Johnson (see [38]). Suppose T0 : E → c0 with ‖T0‖ = 1,
is defined by T0e = (e∗n(e))∞n=1 where e∗n ∈ E∗. Define S0 : E → c by S0x =
(e∗1(x),−e∗1(x), e∗2(x),−e∗2(x), . . .) and let S : X → c be an extension with ‖S‖ ≤ λ.
Let Sx = (u∗1(x),−v∗1(x), u∗2(x),−v∗2(x), . . .). Then

Tx = (1
2 (u∗1 + v∗1)(x), 1

2 (u∗2 + v∗2)(x), . . .)

defines an extension of T0 with ‖T ‖ ≤ λ. �
Suppose X is a separable Banach space and E is a closed linear subspace of

X . Then if n ∈ N and λ ≥ 1 we say that (E,X) satisfies condition (Γn(λ)) if
given, ε > 0, a family of (n + 1) bounded sequences (ejk)n+1,∞

j=1,k=1 in E and any
x1, . . . , xn+1 ∈ X with

x1 + · · · + xn+1 = 0
then there exist u1, . . . , un+1 ∈ E with

u1 + · · · + un+1 = 0

and an infinite subset M of N so that
n+1∑
j=1

‖uj + ejk‖ < λ

n+1∑
j=1

‖xj + ejk‖ + ε k ∈ M.

We note immediately that Γn(λ) =⇒ Γn−1(λ) when n ≥ 2. We also observe
that every subspace E satisfies the conditions Γn(3). Indeed we have:

Proposition 6.2. For any subspace E, (E,X) satisfies condition Γn(λ) with

λ =
3n+ 1
n+ 1

.

Proof. We may choose vj ∈ E with ‖xj − vj‖ < ε/2(n + 1) + d(xj , E) and then
put uj = vj − v where

v =
1

n+ 1
(v1 + · · · + vn+1).

Then
‖uj + ejk‖ ≤ ‖xj + ejk‖ + ‖xj − vj + v‖.

Now
‖xj − vj + v‖ ≤ n

n+ 1
‖xj − vj‖ +

∑
i
=j

‖xi − vi‖

so that
n+1∑
j=1

‖uj + ejk‖ ≤
n+1∑
j=1

‖xj + ejk‖ +
2n
n+ 1

n+1∑
j=1

‖xj − vj‖

≤
n+1∑
j=1

‖xj + ejk‖ +
2n
n+ 1

n+1∑
j=1

d(xj , E) + ε

≤ 3n+ 1
n+ 1

n+1∑
j=1

‖xj + ejk‖ + ε. �
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It will also be useful to translate the condition Γn(λ) in terms of types:

Proposition 6.3. In order that (E,X) has property Γn(λ) it is necessary and
sufficient that for every (n+ 1) types σ1, . . . , σn+1 supported on E and every e ∈ E
then

(6.1) inf
e1,...,en+1∈E

e1+···+en+1=e

n+1∑
j=1

σj(ej) ≤ λ inf
x1,...,xn+1∈X

x1+···+xn+1=e

n+1∑
j=1

σj(xj).

The proof of this is trivial once one observes that the condition (6.1) is equivalent
to the same statement with e = 0. Indeed simply replace σ1 with σ′

1(x) := σ1(x−e).
We also observe:

Proposition 6.4. For any closed linear subspace E of X and λ ≥ 1, properties
Σ1(λ) and Γ1(λ) are equivalent for (E,X).

This, again, is trivial from the definition, exploiting only the fact that e ∈ E =⇒
−e ∈ E.

Proposition 6.5. Let X be a Banach space and suppose E is a closed subspace
such that X/E is separable. Suppose T0 : E → c is an operator with ‖T0‖ = 1.
Then:

(i) If λ ≥ 1, in order that there exist a linear extension T : X → c of T0 with
‖T ‖ ≤ λ it is necessary and sufficient that for every subspace E ⊂ F ⊂ X
with dimF/E <∞ there is an extension TF : F → c with ‖TF‖ ≤ λ.

(ii) If λ > 1 in order that there exist a linear extension T : X → c of T0 with
‖T ‖ ≤ λ it is necessary and sufficient that for every μ > λ there exists a
linear extension Tμ : X → c with ‖Tμ‖ ≤ μ.

Proof. Fix some sequence (xn)∞n=1 so that [E ∪ {xn}∞n=1] = X . Let T0(e) =
{e∗n(e)}∞n=1 where e∗n ∈ E∗ and ‖e∗n‖ ≤ 1.

If (i) holds then for every n, using the Hahn–Banach theorem we can find ex-
tensions x∗nk of e∗k with ‖x∗nk‖ ≤ λ and such that limk→∞ x∗nk(xj) = anj exists for
j ≤ n. We can then pick an infinite subset M of N so that limn∈M anj = aj exists
for every j. Now by a diagonal argument we find a nondecreasing map k → mk

from N into M with limk→∞mk = ∞ so that limk→∞ x∗mk,k(xj) = aj for every j.
Now define Tx = (x∗mk,k(x))∞k=1 and T is the desired extension.

Now suppose (ii) holds. Proceeding in a similar way we produce extensions x∗nk

of e∗k so that ‖x∗nk‖ ≤ λ + 1/n and limk→∞ x∗nk = x∗n exists (weak∗). We can pass
to a subsequence M so that limn∈M x∗nk(xj) = aj exists for every j. As before we
can then define mk ∈ M (a nondecreasing sequence with limk→∞mk = ∞) so that
limk→∞ x∗mk,k(xj) = aj for all j. Let y∗k = x∗mk,k so that lim supk→∞ ‖y∗k‖ ≤ λ and
(y∗k)∞k=1 is weak∗-convergent.

Finally let u∗k be any norm-preserving extension of e∗k. Then, since λ > 1, we
may pick ck with 0 ≤ ck ≤ 1 and lim ck = 0 so that ‖cku∗k + (1 − ck)y∗k‖ ≤ λ.
Letting Tx = (cku∗k(x) + (1 − ck)y∗k(x))∞k=1 gives the result. �

Theorem 6.6. Let X be a Banach space and suppose E is a closed subspace of X
with the linear (λ, c)-extension property. Then for every n ∈ N, (E,X) satisfies the
condition Γn(λ).
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Proof. Suppose on the contrary that E fails the condition Γn(λ) for some n. Then
we may find ε > 0, x1, . . . , xn+1 ∈ X with

∑n+1
j=1 xj = 0 and bounded sequences

(ejk)∞k=1 in E for j = 1, . . . , n + 1 with the property that for every choice of
u1, . . . , un+1 in E with

∑n+1
j=1 uj = 0 the set of k such that

n+1∑
j=1

‖uj + ejk‖ < λ
n+1∑
j=1

‖xj + ejk‖ + 2ε

is finite.
Consider the space �n+1

1 (X) and the subspace F of all (u1, . . . , un+1) with uj ∈ E

and
∑n+1

j=1 uj = 0. It follows that for every compact subset K of F there exists
m = m(K) so that:

n+1∑
j=1

‖uj + ejk‖ ≥ λ

n+1∑
j=1

‖xj + ejk‖ + ε (u1, . . . , un+1) ∈ K, k ≥ m.

Since F is separable we can find an increasing sequence of compact convex sets
Km, each containing the origin, so that ∪∞

m=1Km is dense in F . It then follows
that we can choose a subsequence M0 = {k1, k2, . . .} so that

n+1∑
j=1

‖uj + ejkm‖ ≥ λ
n+1∑
j=1

‖xj + ejkm‖ + ε (u1, . . . , un+1) ∈ Km.

Now by the Hahn–Banach theorem we can find x∗1km
, . . . , x∗n+1,km

∈ X∗ so that
‖x∗jkm

‖ ≤ 1 and

(6.2)
n+1∑
j=1

x∗jkm
(uj + ejkm) ≥ λ

n+1∑
j=1

‖xj + ejkm‖ + ε (u1, . . . , un+1) ∈ Km.

In particular
n+1∑
j=1

x∗jkm
(uj) ≥

n+1∑
j=1

x∗jkm
(xj) + ε (u1, . . . , un+1) ∈ Km.

At this point we pass to a further subsequence M of M0 where

lim
k∈M

x∗jk = x∗j

exists for 1 ≤ j ≤ n+ 1. We then have
n+1∑
j=1

x∗j (uj) ≥
n+1∑
j=1

x∗j (xj) + ε (u1, . . . , un+1) ∈ ∪∞
m=1Km.

By a density argument we can conclude that
n+1∑
j=1

x∗j (uj) ≥
n+1∑
j=1

x∗j (xj) (u1, . . . , un+1) ∈ F.

Since F is a linear space, this implies that
n+1∑
j=1

x∗j (uj) = 0 (u1, . . . , un+1) ∈ F.
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Hence x∗1|E = x∗2|E = · · · = x∗n+1|E = e∗, say. Now we can consider the map

Tx = (x∗jk(x))1≤j≤n+1, k∈M

as a linear operator from X into �∞(A) where A = [1, n + 1] × M is a countable
set. Then T maps E into c(A) (the subspace of converging sequences) and so has
an extension S : X → c(A) with ‖S‖ ≤ λ, given by

Sx = (y∗jk(x))1≤j≤n+1, k∈M.

Then
n+1∑
j=1

‖S(xj + ejk)‖ ≤ λ

n+1∑
j=1

‖xj + ejk‖ k ∈ M.

This means that
n+1∑
j=1

y∗jk(xj + ejk) ≤ λ
n+1∑
j=1

‖xj + ejk‖.

Now limk∈M y∗jk = y∗ in the weak∗-topology (independent of j), where y∗|E = e∗.
Hence

lim
k∈M

n+1∑
j=1

y∗jk(xj) = y∗(
n+1∑
j=1

xj) = 0.

Thus

lim sup
k∈M

⎛⎝n+1∑
j=1

x∗jk(ejk) − λ

n+1∑
j=1

‖xj + ejk‖
⎞⎠ ≤ 0.

This contradicts (6.2) when uj = 0 for all j. �

Theorem 6.7. Let X be a Banach space and suppose E is a closed subspace of
codimension n. Suppose λ > 1. Then (E,X) has the linear (λ, c)-extension property
if and only if (E,X) satisfies the condition Γn(λ).

Proof. One direction follows from Theorem 6.6. Let us therefore suppose that E
satisfies Γn(λ) and T : E → c is an operator with ‖T ‖ ≤ 1. By Proposition 6.5 we
need only show the existence of an extension T : X → c with ‖T ‖ ≤ μ when μ > λ.
Assume therefore μ > λ and that Tx = (e∗m(x))∞m=1 where e∗m ∈ E∗. We suppose
that (e∗m)∞m=1 is weak∗ convergent in E∗ to e∗ ∈ E∗. Let Km be the set of all
x∗ ∈ X∗ so that x∗|E = e∗m and ‖x∗‖ ≤ μ. Note that K = lim supm→∞Km ⊂ E⊥

which is an n-dimensional linear subspace. For M an infinite subset of N we define
KM = lim supm∈M Kn.

Suppose M1, . . . ,Mn+1 are any n+ 1 infinite subsets of N. We will show that

(6.3) ∩n+1
j=1KMj 	= ∅.

Let Mj = {mjk}∞k=1. For convenience we define f∗
jk = e∗mjk

.
We consider the space �n+1

1 (X) with its usual norm denoted by ‖ ·‖ and the unit
ball by B. Let G be the subspace of all (x1, . . . , xn+1) such that x1 + ·+ xn+1 = 0.
On �n+1

1 (X)for each m ∈ N we define an auxiliary norm ‖ · ‖m as the Minkowski
functional of B + m(B ∩G).
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We define h∗k on �n+1
1 (X) by

h∗k(e1, . . . , en+1) =
n+1∑
j=1

f∗
jk(ej).

We claim that

(6.4) lim sup
k→∞

‖h∗k‖m ≤ λ.

Indeed if not we can find λ′ > λ and an infinite subset A of N so that ‖h∗k‖m > λ′.
Thus there are (ejk)n+1

j=1 and (xjk)n+1
j=1 for k ∈ A so that

ejk ∈ E j = 1, 2, . . . , n+ 1, k ∈ A,(6.5)
n+1∑
j=1

xjk = 0 k ∈ A,(6.6)

n+1∑
j=1

‖xjk‖ ≤ m k ∈ A,(6.7)

n+1∑
j=1

‖ejk − xjk‖ ≤ 1 k ∈ A,(6.8)

n+1∑
j=1

f∗
jk(ejk) > λ′ k ∈ A.(6.9)

We fix ε > 0 so that λ+ (λ+ 2)ε < λ′. Let Q : X → X/E be the quotient map.
The sequences (Q(xjk))k∈A are bounded and X/E is finite-dimensional. Hence by
passing to another subsequence A0 so that each (Q(xjk)k∈A0 is norm-convergent and
picking suitable representatives in X we may find y1, . . . , yn+1 ∈ X and fjk ∈ E
for 1 ≤ j ≤ n+ 1, k ∈ A0 so that

n+1∑
j=1

yj = 0,(6.10)

‖xjk − yj − fjk‖ ≤ ε/(n+ 1), 1 ≤ j ≤ n+ 1, k ∈ A0.(6.11)

Now applying the condition Γn(λ) we can find a further infinite subset A1 of A0

and uj ∈ E for 1 ≤ j ≤ n+ 1 with

(6.12) u1 + · · · + un+1 = 0

and with the property that for k ∈ A1,

(6.13)
n∑

j=1

‖ejk − fjk − uj‖ ≤ ε+ λ

n+1∑
j=1

‖ejk − fjk − yj‖.

Combining (6.8) and (6.11) we have

ε+ λ

n+1∑
j=1

‖ejk − fjk − yj‖ ≤ (λ+ 1)ε+
n+1∑
j=1

‖ejk − xjk‖

≤ λ+ (λ+ 1)ε.
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Thus we have by (6.13),

(6.14)
n∑

j=1

‖ejk − fjk − uj‖ ≤ λ+ (λ+ 1)ε, k ∈ A1.

Note also that, since fjk ∈ E, we have by (6.11),∣∣∣∣n+1∑
j=1

f∗
jk(fjk)

∣∣∣∣ ≤ ∥∥∥∥n+1∑
j=1

fjk

∥∥∥∥
≤ ε+

∥∥∥∥n+1∑
j=1

(xjk − yj)
∥∥∥∥ = ε, k ∈ A1.

Combining this with (6.13) gives:
n+1∑
j=1

f∗
jk(ejk) ≤ λ+ (λ+ 2)ε+

n+1∑
j=1

f∗
jk(uj) k ∈ A1.

At this point we note that the sequences (fjk)k∈A1 converge weak∗ to a common
limit e∗. By (6.9), and using (6.12),

λ′ ≤ lim sup
k∈A1

n+1∑
j=1

f∗
jk(ejk)

≤ λ+ (λ+ 2)ε+ e∗
(

n+1∑
j=1

uj

)
= λ+ (λ+ 2)ε.

This contradicts the choice of ε and shows that (6.4) holds.
Now it also follows that we can find a sequence of natural numbers mk ↑ ∞ so

that
lim sup

k→∞
‖h∗k‖mk

= λ.

In particular we can find k0 so that ‖h∗k‖mk
≤ μ for k ≥ k0. Using the Hahn–

Banach theorem we can find norm-preserving extensions to �n+1
1 (X) for the norm

‖ · ‖mk
. This means that we can find x∗jk ∈ X∗ for k ≥ k0 and 1 ≤ j ≤ n + 1 so

that x∗jk |E = f∗
jk, ‖x∗jk‖ ≤ μ and

n+1∑
j=1

x∗jk(xj) ≤ μm−1
k

n+1∑
j=1

‖xj‖

whenever
∑n+1

j=1 xj = 0. Again by the Hahn–Banach theorem we can find y∗jk ∈ X∗

with ‖y∗jk‖ ≤ μm−1
k and

n+1∑
j=1

x∗jk(xj) =
n+1∑
j=1

y∗jk(xj)

whenever
∑n+1

j=1 xj = 0. This means that for each k ≥ k0 we can find z∗k ∈ X∗ so
that x∗jk = y∗jk+z∗k. Now limk→∞ ‖x∗jk−z∗k‖ = 0 for 1 ≤ j ≤ n+1 and it follows that
any weak∗-cluster point z∗ of (z∗k)∞k=1 is a cluster point of each sequence (x∗jk)k≥k0 .
Hence z∗ ∈ KMj for all 1 ≤ j ≤ n+ 1. This establishes (6.3).
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We now deduce that ∩MKM 	= ∅. Let C = {M : KM is convex}. Since
dimE⊥ = n it follows from (6.3) and Helly’s theorem (see e.g., [39]) that ∩M∈CKM

is nonempty; however, Lemma 5.1 (ii) implies this means that the entire intersec-
tion is nonempty. Now from Lemma 5.1 (i) we can pick x∗n ∈ Kn so that (x∗n)∞n=1

is weak∗-convergent. Thus T̃ : X → c given by T̃ (x) = (x∗n(x))∞n=1 is the desired
extension with ‖T ‖ ≤ μ. �

Corollary 6.8. Suppose x∗ ∈ X∗. Then for 1 < λ ≤ 2, (kerx∗, X) has the linear
(λ, c)-EP if and only (kerx∗, X) has the Lipschitz (λ, C)-EP.

Proof. This follows from Proposition 6.4. See Theorem 4.2 (v) of [19] and Theo-
rem 4.2 above. �

Combining Proposition 6.5 with Theorems 6.6 and 6.7 gives:

Theorem 6.9. Let X be a separable Banach space and suppose E is a closed
subspace of X. Suppose 1 < λ ≤ 3. Then the following conditions are equivalent:

(i) (E,X) has the linear (λ, c)-EP.
(ii) (E,X) satisfies the condition Γn(λ) for every n ∈ N.

When λ = 1 this reduces to:

Theorem 6.10. Let X be a separable Banach space and suppose E is a closed
subspace of X. Then the following conditions are equivalent:

(i) (E,X) has the linear c-AIEP.
(ii) (E,X) satisfies the condition Γn(1) for every n ∈ N.

7. Separable Banach spaces with the almost isometric linear
C-extension property

If we look for conditions on X so that every closed subspace E has the lin-
ear almost isometric extension property, different techniques can be used, using a
nonlinear approach. Thus we have:

Theorem 7.1. Let X be a separable Banach space. The following conditions on
X are equivalent:

(i) X has the linear C–AIEP.
(ii) (E,X) has the linear C-AIEP for every closed subspace E of codimension one.

(iii) (E,X) has the Lipschitz C-AIEP for every closed subspace E.
(iv) (C,X) has the Lipschitz C-AIEP for every closed convex subset C of X.
(v) (C,X) has the Lipschitz C-IEP for every closed bounded convex subset C of

X.
(vi) Let σ and τ be weak∗-null types on X∗. If u∗, v∗ ∈ X∗ then there exists

0 ≤ θ ≤ 1 so that if w∗ = (1 − θ)u∗ + θv∗

(7.1) max(σ(w∗), τ(w∗)) ≤ max(σ(u∗), τ(v∗)).

Proof. Let us start by observing that (ii) and (vi) are equivalent.
(ii) =⇒ (vi). Pick (x∗n)∞n=1 and (y∗n)∞n=1 be weak∗-null sequences determining

the weak∗-null σ, τ respectively on the span of u∗ and v∗, i.e., so that

σ(x∗) = lim
n→∞ ‖x∗ + x∗n‖, τ(x∗) = lim

n→∞ ‖x∗ + y∗n‖, x∗ ∈ [u∗, v∗].
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Let E be the kernel of v∗ − u∗. For m ≥ 1 define Tm : E → c by

(Tme)j =

⎧⎪⎨⎪⎩
0 j ≤ m

u∗(e) + x∗j (e) j > m, j even
u∗(e) + y∗j (e) j > m, j odd.

Then
lim sup
m→∞

‖Tm‖ ≤ max(σ(u∗), τ(v∗)).

Now suppose we extend each Tm to define T̃m : X → C with

lim sup
m→∞

‖T̃m‖ ≤ max(σ(u∗), τ(v∗)).

This implies we can find θjm for j > m so that limj→∞ θjm = θm exists and

‖u∗ + θjm(v∗ − u∗) + x∗j‖ ≤ ‖T̃m‖ j even

‖u∗ + θjm(v∗ − u∗) + y∗j ‖ ≤ ‖T̃m‖ j odd.

Hence
σ((1 − θm)u∗ + θmv

∗), τ((1 − θm)u∗ + θmv
∗) ≤ ‖T̃m‖.

The sequence (θm)∞m=1 is bounded and hence has a cluster point θ so that if w∗ =
(1 − θ)u∗ + θv∗ we have (7.1). It remains only to add that if θ ≤ 0 we can take
θ = 0 and if θ ≥ 1 we can take θ = 1 by simple convexity arguments.

(vi) =⇒ (ii). Suppose T : E → c is given by Te = (e∗n(e))∞n=1. If λ > 1 we define
Kn to be the set of x∗ ∈ X∗ with ‖x∗‖ ≤ λ and x∗|E = 0. Let KM = lim supn∈M Kn.
In order to prove the existence of an extension T̃ : X → c with ‖T̃‖ ≤ λ, it is, as
in the argument for Theorem 6.7, sufficient to show that ∩MKM 	= ∅. In this case
dimE⊥ = 1 and so it suffices to prove (using Lemma 5.1 that KM1 ∩KM2 	= ∅ for
any two infinite sets M1,M2. Pick any v∗n ∈ Kn with ‖v∗n‖ ≤ 1. We can pass to
infinite subsets M′

1 and M′
2 of M1 and M2 respectively so that limn∈M′

1
v∗n = x∗ and

limn∈M′
2
v∗n = y∗ exist weak∗. Note that y∗ − x∗ ∈ E⊥. We can further suppose

that
lim

n∈M′
1

‖z∗ + v∗n − x∗‖, lim
n∈M′

2

‖z∗ + v∗n − y∗‖

exist for every z∗ ∈ [x∗, y∗]. Now by hypothesis we can find u∗ = (1 − θ)x∗ + θy∗

so that
lim

n∈M′
1

‖u∗ + v∗n − x∗‖, lim
n∈M′

2

‖u∗ + v∗n − y∗‖ ≤ 1.

For large enough n ∈ M′
1 we have u∗ + v∗n − x∗ ∈ Kn since u∗ − x∗ ∈ E⊥; similarly

for large enough n ∈ M′
2, u∗ + v∗n − y∗ ∈ Kn. It follows that u∗ ∈ KM1 ∩KM2 and

we are done.
It remains to show that conditions (i)–(v) are equivalent. In fact we observe

from Proposition 4.7 that if every closed subspace of codimension one has property
Σ1(1) then so does every closed convex subset. From Corollary 6.8 it is clear that
(ii) implies (iii), (iv) and (v). We also observe from Proposition 4.10 that once every
subspace of X has the Lipschitz C-AIEP then in fact X has the linear C-AIEP. This
implies that (iii) =⇒ (i). The other equivalences are easy. �
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Remark 7.2. Of course we can use Theorem 5.6 and Proposition 6.1 to deduce
that any weak∗-null type σ on X∗ must be monotone i.e.,

σ(x∗) ≥ σ(0) x∗ ∈ X∗

under the hypotheses of the theorem. This implies

σ(αx∗) ≤ σ(x∗) x∗ ∈ X∗, 0 ≤ α ≤ 1,

i.e., α→ σ(αx∗) is monotone on (0,∞). These facts will be used repeatedly in this
section.

In practice we only know of examples where (7.1) holds with θ = 0 or 1 (i.e.,
w∗ ∈ {u∗, v∗}). In this case (7.1) reduces to the condition

min(σ(v∗), τ(u∗)) ≤ max(σ(u∗), τ(v∗)) u∗, v∗ ∈ X∗

whenever σ, τ are weak∗-null types. We will now show that this condition is neces-
sary in most cases (i.e., with a quite mild additional condition on X). We start by
considering an equivalent form of this stronger version of (7.1) (which is equivalent
to (7.2) below).

Proposition 7.3. Suppose X is a separable Banach space with the linear c0-AIEP.
Let E be a closed subspace of X∗. Then the following conditions are equivalent:

(i) For any pair σ, τ of weak∗-null types on X∗ we have

(7.2) min(σ(v∗), τ(u∗)) ≤ max(σ(u∗), τ(v∗)) u∗, v∗ ∈ E.

(ii) For any pair of weak∗-null types σ, τ and any u∗, v∗ ∈ E,

(7.3) σ(u∗) = σ(v∗) = τ(u∗) > max(σ(0), ‖u∗‖) ⇒ τ(v∗) ≤ σ(v∗).

Proof. (i) ⇒ (ii). Suppose E satisfies (i) but fails (ii). We suppose σ, τ are weak∗-
null types and u∗, v∗ ∈ E are such that

τ(v∗) > σ(u∗) = σ(v∗) = τ(u∗) > max(σ(0), ‖u∗‖).

Now pick any 0 < θ < 1 so that τθ(v∗) > σ(v∗), where τθ denotes the type
τθ(x∗) = θτ(θ−1x∗). Then τθ(u∗) < τ(u∗) since τ(u∗) > ‖u∗‖, and θ → τθ(u∗) is a
convex function with limθ→0 τθ(u∗) = ‖u∗‖. Pick φ < 1 so that τθ(φv∗) > σ(v∗).
Then σ(φv∗) < σ(v∗) since σ(v∗) > σ(0). Now

min(τθ(φv∗), σ(u∗)) > max(τθ(u∗), σ(φv∗))

contradicting (7.2).
(ii) ⇒ (i). Conversely suppose E satisfies (7.3) but there exist weak∗-null types

σ, τ and u∗, v∗ ∈ E such that

min(σ(v∗), τ(u∗)) > max(σ(u∗), τ(v∗)).

Let us suppose σ(u∗) ≥ τ(v∗). As in Remark 7.2 all weak∗-null types on X∗ are
monotone. It is then clear that by replacing u∗ with a suitable positive multiple
we can suppose, without loss of generality, that σ(u∗) > σ(0). Then there exists
0 < φ < 1 so that σ(φv∗) = σ(u∗). Now τ cannot coincide with the norm since
that implies σ ≥ τ and gives a contradiction. Thus there also exists θ ≥ 1 so that
τθ(φv∗) = σ(u∗).

Thus we have τθ(φv∗) = σ(u∗) = σ(φv∗) > σ(0). We now apply (7.3). Since
τθ(u∗) ≥ τ(u∗) > σ(u∗) we must have σ(φv∗) = ‖φv∗‖. But then we have

σ(v∗) ≤ ‖φv∗‖ + ‖(1 − φ)v∗‖ = ‖v∗‖ ≤ τ(v∗),
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contradicting our assumption. Thus we have (7.2). �

We will need the notion of the subdifferential of a convex function. If Y is
a Banach space and F : Y → R is a Lipschitz convex function we define the
subdifferential ∇F (u) at u ∈ Y by

∇F (u)(y) = lim
t→0+

F (u+ ty) − F (u)
t

.

Then ∇F (u) is a continuous sublinear functional and indeed

|∇F (u)(y)| ≤ Lip(F )‖y‖.
Furthermore if Y is finite-dimensional we have an estimate

(7.4) |F (y + u) − F (u) −∇F (u)(y)| ≤ ‖y‖ρu(y)

where limy→0 ρu(y) = 0. The following lemma will be used later:

Lemma 7.4. Suppose F : Y → R is a Lipschitz convex function and f : [a, b] → Y
is a continuous function. Suppose f is differentiable at some a < s < b. Then F ◦f
is left- and right-differentiable at s with

(F ◦ f)′+(s) = ∇F (f(s))(f(s)),

(F ◦ f)′−(s) = −∇F (f(s))(−f(s)).

Proof. Let f(t) = f(s) + (t− s)f ′(s) + r(t) where

lim
t→s

‖r(t)‖
|t− s| = 0.

Then
|F (f(t)) − F (f(s) + (t− s)f ′(s))| ≤ Lip(F )‖r(t)‖

and the conclusion follows easily. �

Lemma 7.5. Suppose X is a separable Banach space with the linear C-AIEP.
Suppose σ and τ are two weak∗-null types on X∗ and that for some x∗ ∈ X∗ we
have σ(0) < σ(x∗) = τ(x∗). Then for any y∗ ∈ X∗ such that ∇σ(x∗)(y∗) ≤ 0 we
have ∇τ(x∗)(−y∗) ≥ 0.

Proof. First suppose ∇σ(x∗)(y∗) < 0 and ∇τ(x∗)(−y∗) < 0. Then (using the fact
that σ, τ are convex functions) we can choose s, t > 0 so that

σ(x∗ + sy∗) = τ(x∗ − ty∗) < σ(x∗) = τ(x∗).

It is then clear that the choices u∗ = x∗ + sy∗, v∗ = x∗ − ty∗ violate (7.1) because

σ(x∗ + ay∗) ≥ σ(x∗) −t ≤ a ≤ 0,

τ(x∗ + ay∗) ≥ τ(x∗) 0 ≤ a ≤ s.

Next suppose ∇σ(x∗)(y∗) = 0 and ∇τ(x∗)(−y∗) < 0. The condition σ(x∗) >
σ(0) implies that ∇σ(x∗)(−x∗) < 0. Hence for small enough ε we have

∇σ(x∗)(y∗ − εx∗) ≤ ε∇σ(x∗)(−x∗) < 0,

∇τ(x∗)(−y∗ + εx∗) ≤ ∇τ(x∗)(−y∗) + ε∇τ(x∗)(x∗) < 0.

This gives a contradiction, by the first part of the proof. �
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Lemma 7.6. Let X be a Banach space with the linear C-AIEP. Suppose σ and
τ are two weak∗-null types on X∗. Suppose E is a closed subspace of X∗ with
dimE > 1 and that

σ(e∗) > ‖e∗‖ e∗ ∈ E∗.
Suppose further that u∗, v∗ ∈ E are such that:

σ(u∗) = σ(v∗) = τ(u∗) = θ > σ(0).

Then τ(v∗) = θ.

Proof. It will suffice to consider the case when E is finite-dimensional (indeed even
of dimension two). Let us assume that

τ(x∗) = lim
n∈V

‖x∗ + v∗n‖ x∗ ∈ X∗

where (v∗n)∞n=1 is a weakly null sequences and V is a nonprincipal ultrafilters. For
λ ∈ R we define

τλ(x∗) = lim
n∈V

‖x∗ + λv∗n‖ x∗ ∈ X∗.

We define a norm on E ⊕ R by

F (e∗, λ) = τλ(e∗) e∗ ∈ E∗.

We next construct a Lipschitz map f : [0, 1] → E with f(0) = u∗, f(1) = v∗

and σ(f(t)) = θ for 0 ≤ t ≤ 1. In order to do this we first find any Lipschitz
map f0 : [0, 1] → E with f0(0) = u∗, f0(1) = v∗ and such that f0(t) 	= 0 for all
0 ≤ t ≤ 1. This is possible since dimE ≥ 2. Let us denote the Lipschitz constant
of f0 by K0. We then define ϕ(t) to be the unique choice of λ > 0 so that so that
σ(λf0(t)) = θ. The uniqueness of the choice follows from the fact that θ > σ(0).
We will let f(t) = ϕ(t)f0(t). To show that f is Lipschitz we need only show that ϕ
is Lipschitz. Note first that f is bounded. It follows, since f0 has a lower estimate
‖f0(t)‖ ≥ c > 0 for 0 ≤ t ≤ 1 that there exists constant M so that

|ϕ(t)| ≤M, 0 ≤ t ≤ 1.

Of course ϕ(0) = ϕ(1) = 1.
Assume 0 ≤ s, t < 1 and that ϕ(t) > ϕ(s). Then

θ < σ(ϕ(t)f0(s)) ≤ σ(ϕ(t)f0(t)) +K0M |t− s| = θ +K0M |t− s|.
Now, by convexity of the map λ→ σ(λf0(s)) we have

σ(ϕ(t)f0(s)) − σ(ϕ(s)f0(s)) ≥ ϕ(t) − ϕ(s)
ϕ(s)

(θ − σ(0)).

Hence
ϕ(t) − ϕ(s)

ϕ(s)
≤ K0M |t− s|

θ − σ(0)
or

ϕ(t) − ϕ(s) ≤ K0M
2|t− s|

θ − σ(0)
and so ϕ is Lipschitz. It follows that f is Lipschitz with some constant K.

By assumption θ = σ(f(t)) > ‖f(t)‖ = F (f(t), 0) for 0 ≤ t ≤ 1. It follows that
there is a unique choice of g(t) > 0 so that

F (f(t), g(t)) = θ, 0 ≤ t ≤ 1.

Note that g(0) = 1 by our assumptions.
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We next show that g is also Lipschitz. The argument is similar to that for ϕ
above; of course g is bounded by some constant M ′. Let

θ0 = sup{‖f(t)‖ : 0 ≤ t ≤ 1} < θ.

Suppose g(t) > g(s). Then

θ < F (f(s), g(t)) ≤ F (f(t), g(t)) +K|t− s| = θ +K|t− s|.
However

F (f(s), g(t)) − F (f(s), g(s)) ≥ g(t) − g(s)
g(s)

(θ − θ0)

so that

g(t) − g(s) ≤ KM |t− s|
θ − θ0

.

It follows that the maps t→ f(t) and t→ g(t) are differentiable almost everywhere.
Let δ(t) be chosen so that δ(t) = ±1 and δ(t)g′(t) = |g′(t)| almost everywhere.

Since F (f(t), g(t)) = θ > F (f(t), 0) = ‖f(t)‖ we have that

∇F (f(t), g(t))(0,−1) = −h(t) 0 ≤ t ≤ 1

where h(t) > 0 for all 0 ≤ t ≤ 1. Thus

∇F (f(t), g(t))(0,−|g′(t)|) = −h(t)|g′(t)|, 0 ≤ t ≤ 1, a.e.

Next since σ(f(t)) is constant we have by Lemma 7.4,

∇σ(f(t))(f ′(t)) = ∇σ(f(t))(−f ′(t)) = 0, 0 < t < 1, a.e.

Thus by Lemma 7.5

∇τg(t)(f ′(t)),∇τg(t)(−f ′(t)) ≥ 0, 0 < t < 1, a.e.

In particular

∇F (f(t), g(t))(δ(t)f ′(t), 0) ≥ 0, 0 < t < 1, a.e.

Hence

0 ≤ ∇F (f(t), g(t))(δ(t)f ′(t), 0)

≤ ∇F (f(t), g(t))(δ(t)f ′(t), δ(t)g′(t)) + ∇F (f(t), g(t))(0,−δ(t)g′(t))
= −h(t)|g′(t)|, 0 < t < 1, a.e.

Here we use again Lemma 7.4 to deduce that

∇F (f(t), g(t))(δ(t)f ′(t), δ(t)g′(t)) = 0, 0 < t < 1.

Since h(t) > 0 everywhere we deduce that g′(t) = 0 almost everywhere and so g is
constant, i.e., g(t) = 1 for 0 ≤ t ≤ 1. This implies that

θ = F (f(1), g(1)) = τ(v∗). �

Lemma 7.7. Let X be a separable Banach space with the linear C-AIEP. Suppose
E is a linear subspace of X∗ with dimE > 1. Suppose there exists a weak∗-null
type ρ on X∗ such that

ρ(x∗) > ‖x∗‖ x∗ ∈ E.

Then, if σ and τ are two weak∗-null types on X∗ and u∗, v∗ ∈ E,

(7.5) min(σ(v∗), τ(u∗)) ≤ max(σ(u∗), τ(v∗)).
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In particular every weak∗-null type is symmetric on E i.e., σ(x∗) = σ(−x∗) for
x∗ ∈ E.

Proof. Let ρ(x∗) = limn∈V ‖x∗ + v∗n‖ for some weakly null sequence (v∗n)∞n=1 and
some nonprincipal ultrafilter V . For any type σ we can define

σε(x∗) = lim
n∈U

σ(x∗ + εv∗n).

Then σε is a weak∗-null type and |σε(x∗) − σ(x∗)| ≤ ε‖x∗‖. Furthermore if e∗ ∈ E
we have

σε(e∗) ≥ ερ(ε−1e∗) > ‖e∗‖.
It therefore suffices to show (7.5) holds when both σ and τ verify the additional

conditions
σ(e∗), τ(e∗) > ‖e∗‖, e∗ ∈ E.

Let us assume with these additional conditions that (7.5) fails to hold i.e.,

min(σ(v∗), τ(u∗)) > max(σ(u∗), τ(v∗)).

We assume without loss of generality that σ(v∗) = θ ≤ τ(u∗). Then θ > σ(u∗) ≥
σ(0) and θ > τ(v∗) ≥ ‖v‖. Hence there exist μ > 1 so that σ(μu∗) = θ and λ > 1
so that τλ(v∗) = θ. By Lemma 7.6 applied to σ and τλ we deduce that τλ(μu∗) =
θ ≤ τ(u∗). If α = min(λ, μ) > 1 this means that τα(αu∗) = ατ(u∗) ≤ τ(u∗) and we
obtain a contradiction. �

The following theorem is a special case of the preceding lemma. We recall that
a type ρ on X∗ is called strict if ρ(x∗) > ‖x∗‖ for all x∗ ∈ X∗.

Theorem 7.8. Suppose X is a separable Banach space such that X∗ admits a strict
weak∗-null type ρ. Then X has the linear C-AIEP if and only if for every pair of
weak∗-null types σ, τ on X∗ we have

min(σ(v∗), τ(u∗)) ≤ max(σ(u∗), τ(v∗)) u∗, v∗ ∈ X∗.

In particular every weak∗-null type on X∗ is symmetric and hence X∗ is separable.

We have not been able to eliminate the condition that X∗ admits a strict weak∗-
null type. In practice, this is a quite a weak condition which is implied by asymp-
totic uniform smoothness. We recall [13] that if X is a Banach space we define its
modulus of asymptotic smoothness by

ρX(t) = sup
‖x‖=1

inf
dim X/Y <∞

sup
y∈Y
‖y‖=t

(‖x+ ty‖ − 1) .

X is called asymptotically uniformly smooth if limt→0 ρX(t)/t = 0.

Proposition 7.9. If X is a separable asymptotically uniformly smooth Banach
space then X∗ admits a strict weak∗-null type.

Proof. In this case X∗ is separable (see [13], Proposition 2.4, where even ρX(t) < t
for some t is shown to be sufficient for this conclusion) and it follows from Propo-
sition 2.8 of [10] that for any normalized weak∗-null sequence (x∗n)∞n=1 in X∗ and
any x∗ with ‖x∗‖ = 1 we have

lim inf
n→∞ ‖x∗ + tx∗n‖ > 1.

Thus any nontrivial weak∗-null type on X∗ is strict. �
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Let us give some examples of spaces which satisfy the equivalent conditions of
Theorem 7.1. It is well-known that it holds for X = �p where 1 < p < ∞ (Zippin
[41]) or X = c0 (Lindenstrauss–Pe�lczynński [28]).

Theorem 7.10. Let X be a separable Banach space with properties (L∗) or (M∗).
Then X has the linear C-AIEP.

Proof. Suppose σ, τ are weak∗-null types on X∗ and suppose u∗, v∗ ∈ X∗.
If X has property (M∗), let us assume without loss of generality that ‖u∗‖ ≤

‖v∗‖. Then (Proposition 3.3) τ(u∗) ≤ τ(v∗) so that (7.2) and hence (7.1) hold.
If X has property (L∗) let us assume that σ(0) ≤ τ(0). Then σ(v∗) ≤ τ(v∗) and

again (7.2) holds. �

Corollary 7.11. Let X be an Orlicz–Musielak sequence space h(φk) not containing
�1. Then if E is a closed subspace of X and T : E → C(K) is a bounded operator,
there is a bounded linear extension T̃ : X → C(K) i.e., X has the C-LEP. In
particular if X = �p1 ⊕ · · · ⊕ �pn or X = �p1 ⊕ · · · ⊕ �pn ⊕ c0 where p1, . . . , pn > 1
then X has the linear C-EP.

Proof. We need only remark that X has an equivalent norm with respect to which
X has property (M) and hence also (M∗). �

The same argument applies to Orlicz–Fenchel spaces as discussed in §3 and hence
to such spaces as the twisted sums Zp for 1 < p <∞.

Corollary 7.12. The spaces Zp for 1 < p <∞ have the linear C-EP.

Proposition 7.13. Let X be a separable Banach space with linear C-AIEP and
suppose E is a finite-dimensional normed space.

(i) If 1 < p ≤ ∞ and X∗ admits a strict weak∗-null type, then X ⊕p E has the
linear C-AIEP if and only if X has property (L∗).

(ii) X ⊕1 E always has the linear C-AIEP.

Proof. (i) In this case (X ⊕p E)∗ = X∗ ⊕q E
∗ (where q is the conjugate index)

also admits a strict weak∗-null type given by

ρ̃(x∗, e∗) = (ρ(x∗)q + ‖e∗‖q)
1
q x∗ ∈ X∗, e∗ ∈ E∗.

Theorem 7.8 thus applies. Suppose X ⊕p E has the linear C-AIEP. Let σ, τ be two
weak∗-null types on X∗ and assume σ(0) < τ(0). We will show that σ ≤ τ and this
suffices to show that X has property (L∗). Suppose there exists u∗ ∈ X∗ such that
τ(u∗) < σ(u∗). Pick a, b > 0 so that

aq + σ(u∗)q = bq + τ(0)q .

Then there is a weak∗-null type σ̃ on X∗ ⊕q E
∗ so that

σ̃(x∗, e∗) = (σ(x∗)q + ‖e∗‖q)
1
q x∗ ∈ X∗, e∗ ∈ E∗

and a weak∗-null type τ̃ given by

τ̃ (x∗, e∗) = (τ(x∗)q + ‖e∗‖q)
1
q x∗ ∈ X∗, e∗ ∈ E∗.

Pick f∗ ∈ E∗ with ‖f∗‖ = 1 and then

σ̃(u∗, af∗) = τ̃ (0, bf∗)
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but
σ̃(0, bf∗) < τ̃(0, bf∗), τ̃ (u∗, af∗) < σ̃(u∗, af∗).

This contradicts Theorem 7.8. Hence we have σ ≤ τ , i.e., X has property (L∗).
For the converse it is easy to see that if X has (L∗) then so does X ⊕p E since

every weak∗-null type on X∗ ⊕q E
∗ is of the form σ̃ for some σ. We can then use

Theorem 7.10.
(ii) In this case q = ∞. Every weak∗-null type on X∗ ⊕∞ E∗ is of the form

σ̃(x∗, e∗) = max(σ(x∗), e∗) x∗ ∈ X∗, e∗ ∈ E∗.

Now suppose σ, τ are two weak∗-null types on X∗. If (u∗, e∗), (v∗, f∗) ∈ X∗ ⊕∞E∗

we may pick 0 ≤ λ ≤ 1 so that

σ(λu∗ + (1 − λ)v∗), τ(λu∗ + (1 − λ)v∗) ≤ max(σ(u∗), τ(v∗))

and then

σ̃(λu∗ + (1 − λ)v∗, λe∗ + (1 − λ)f∗) ≤ max(σ̃(u∗, e∗), τ̃(v∗, f∗))

and
τ̃ (λu∗ + (1 − λ)v∗, λe∗ + (1 − λ)f∗) ≤ max(σ̃(u∗, e∗), τ̃ (v∗, f∗)),

so that X ⊕∞ E has the linear C-AIEP by Theorem 7.1. �

Example. Now if X is a reflexive space with property (M) but not (mp) for any p,
then X⊕1 R has the linear C-AIEP but (X⊕1 R)∗ does not have the linear C-AIEP.
Note that X must admit a strict weakly null type of the form (ap + ‖x‖p)

1
p where

1 < p <∞ and similarly X∗ must admit a strict weak∗-null type. If X∗ ⊕∞ R has
the linear C-AIEP then X∗ would have property (L∗) i.e., X would have property
(L) and Proposition 3.6 would apply to give a contradiction.

Theorem 7.14. Suppose X and Y are two infinite-dimensional Banach spaces.
Then X ⊕1 Y cannot have the linear C-AIEP.

Proof. Observe that (X ⊕1 Y )∗ = X∗ ⊕∞ Y ∗. Assume X ⊕1 Y has the linear
C-AIEP. If σ and τ are weak∗-null types on X∗ and Y ∗ respectively then

σ ⊕∞ τ(x∗, y∗) = max(σ(x∗), τ(y∗))

defines a typical weak∗-null type on (X ⊕1 Y )∗. Then for any pair of weak∗-null
types σ1, σ2 on X∗ and any x∗1, x

∗
2 with σ1(x∗1), σ2(x∗2) ≤ a let I(σ1, σ2, x

∗
1, x

∗
2) be

the nonempty closed subinterval of [0, 1] of all λ such that

σ1((1 − λ)x∗1 + λx∗2) ≤ 1, σ2((1 − λ)x∗1 + λx∗2) ≤ 1.

This is nonempty since X has the linear C-AIEP by Theorem 7.1. Similarly for
any pair of weak∗-null types τ1, τ2 on Y ∗ and any y∗1 , y

∗
2 with τ1(y∗1), τ2(y∗2) ≤ a let

J(τ1, τ2, y∗1 , y
∗
2) be the nonempty closed subinterval of [0, 1] of all λ such that

τ1((1 − λ)y∗1 + λy∗2) ≤ 1, σ2((1 − λ)y∗1 + λy∗2) ≤ 1.

By applying Theorem 7.1 to the pair of types (σ1 ⊕∞ τ1, σ2 ⊕∞ τ2) and the pair of
points (x,

1y
∗
1), (x∗2, y∗2) we must have I(σ1, σ2, x

∗
1, x

∗
2) ∩ J(τ1, τ2, y∗1 , y∗2) 	= ∅.

We will argue that either 1
2 ∈ I(σ1, σ2, x

∗
1, x

∗
2) for every permissible choice of

σ1, σ2, x
∗
1, x

∗
2 or 1

2 ∈ J(τ1, τ2, y∗1 , y
∗
2) for every permissible choice of J(τ1, τ2, y∗1 , y

∗
2).

Indeed suppose the latter condition fails so there exists J(τ1, τ2, y∗1 , y
∗
2) not contain-

ing 1
2 . Thus J(τ1, τ2, y∗1 , y∗2) fails to meet J(τ2, τ1, y∗2 , y∗1), so every I(σ1, σ2, x

∗
1, x

∗
2)
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must contain the points μ and 1 − μ where μ is the endpoint of J(τ1, τ2, y∗1 , y
∗
2)

closest to 1
2 . Hence 1

2 ∈ I(σ1, σ2, x
∗
1, x

∗
2).

We therefore assume 1
2 ∈ I(σ1, σ2, x

∗
1, x

∗
2) for every permissible choice. Let us

assume σ is any weak∗-null type with σ(0) > 0. Let σ′(x∗) = (σ(0))−1σ(σ(0)x∗)
so that σ′(0) = 1. If ‖x∗‖ ≤ 1 let x∗1 = αx∗ where α ≥ 0 is the largest t so that
σ′(tx∗) ≤ 1. Then if α < 1 we deduce using σ1 = σ′, x∗2 = x∗ and σ2(x∗) = ‖x∗‖
that σ′(1

2 (1 + α)x∗2) ≤ 1 which is a contradiction. Hence σ′(x∗) ≤ 1 if ‖x∗‖ ≤ 1 or,
equivalently, σ(x∗) ≤ σ(0) if ‖x∗‖ ≤ σ(0). This quickly reduces to

σ(x∗) = max(σ(0), ‖x∗‖) x∗ ∈ X∗.

This implies that X has property (m∗
∞) which is impossible for an infinite-dimen-

sional space. Although this is not explicit in [23] or [17] it can be seen very easily.
For example, X cannot contain a copy of �1 by the linear C-AIEP yet the arguments
of [17] imply that X∗ contains a copy of c0. �

Theorem 7.15. Suppose 1 < p < ∞ and X and Y are infinite-dimensional sep-
arable Banach spaces such that X ⊕p Y has the linear C-AIEP Then X ⊕p Y has
property (mp).

Proof. Note that (X ⊕p Y )∗ = X∗ ⊕q Y
∗ where q <∞ is the conjugate index.

It follows from Proposition 7.13 that both X and Y have property (L∗). We will
also deduce that X and Y have property (M∗). Indeed regarding X∗ as a subspace
of X∗ ⊕q Y

∗ it is clear that there is a weak∗-null type (for X∗ ⊕q Y
∗) on X∗ of the

form
σa(x∗) = (‖x∗‖q + aq)

1
q x∗ ∈ X∗

for an arbitrary choice of a > 0. Note that σa(x∗) > ‖x∗‖ for x∗ ∈ X∗. Hence
if τ is any weak∗-null type on X∗ we can use Lemma 7.6 to deduce that as if
x∗1, x∗2 ∈ X∗ and ‖x∗1‖ = ‖x∗2‖ then τ(x∗1) = τ(x∗2). Indeed if τ(x∗1) > ‖x∗1‖ then pick
a > 0 so that τ(x∗1) = σa(x∗1) = σa(x∗2); by Lemma 7.6 we have τ(x∗2) = τ(x∗1). If
τ(x∗1) = ‖x∗1‖ then τ ′(x∗) = (τ(x∗)q +εq)1/q is a weak∗-null type restricted to X∗ for
every ε > 0 and so we can deduce the same conclusion. Thus X has property (M∗)
and by Proposition 3.6 we conclude that X has property (m∗

r) for some 1 ≤ r <∞.
Similarly Y has property (m∗

s) for some 1 ≤ s <∞.
Let us fix weak∗-null types σ and τ defined by normalized weak∗-null sequences

(x∗n) in X∗ and (y∗n) in Y ∗. Fix u∗ ∈ X∗ and v∗ ∈ Y ∗ of norm one.
For a > 0 define the weak∗-null types,

σa(z∗) = aσ(a−1z∗) z∗ ∈ X∗ ⊕q Y
∗,

τa(z∗) = aσ(a−1z∗) z∗ ∈ X∗ ⊕q Y
∗.

For ε > 0 we can choose η = η(ε) so that

σε(v∗) = τη(v∗).

Indeed we require that

(7.6) (1 + εq)
1
q = (1 + ηs)

1
s .

Now pick ν = ν(ε) > −1 so that

σε((1 + ν)u∗) = σε(v∗)
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i.e., we require

(7.7) ((1 + ν)r + εr)
1
r = (1 + εq)

1
q .

Then we deduce from Lemma 7.6 that τη((1 + ν)u∗) = σε(v∗), i.e.,

(7.8) (1 + εq)
1
q = ((1 + ν)q + ηq)

1
q .

Treating ν, η as functions of ε we see that from (7.6) that

lim
ε→0

ηs

εq
=
s

q
.

We also have from (7.7) and (7.8),

lim
ε→0

((1 + ν)q + ηq)
1
q − 1 − ν

((1 + ν)r + εr)
1
r − 1 − ν

= 1

which reduces to
lim
ε→0

ηq

εr
=
q

r
.

Thus q/s = r/q = θ, say, and then

θθ = θ

which implies θ = 1 and we are done. �
Remark. Johnson and Zippin ([16] Corollary 4.2) proved that Lp(0, 1) for 1 < p 	=
2 < ∞ fails to have the linear C-IEP and hence by Proposition 4.1 of [16] it also
fails the linear C-AIEP. The same result can be obtained from Theorem 7.15 since
Lp fails to have (mp) unless p = 2.

8. Isometric extension properties

We now turn to the question of when we can obtain the linear C-IEP. Johnson
and Zippin [16] show that if X is uniformly smooth then the linear C-AIEP implies
the linear C-IEP. They also ask in Problem 4.3 if this conclusion holds when X
is assumed to be smooth and reflexive. In this section, we answer this question
negatively. First, however, we give an extension of the Johnson–Zippin theorem.

We recall that a Banach space X is called uniformly rotund (or convex ) in every
direction (URED) if whenever (xn)∞n=1 and (yn)∞n=1 are sequences in the unit ball
such that limn→∞ ‖xn + yn‖ = 2 and limn→∞(xn − yn) = z exists then z = 0. See
[7] p. 61. Equivalently, given z ∈ X and ε > 0 there exists 1 < λ = λ(ε, z) < 2 so
that

‖x‖, ‖y‖ ≤ 1, ‖x+ y‖ > λ, x− y = μz =⇒ |μ| < ε.

The following theorem was proved by Johnson and Zippin under the stronger
hypothesis that X is uniformly smooth, i.e., X∗ is uniformly convex.

Theorem 8.1. Let X be a Banach space such that X∗ is URED. Then if X has
the linear C-AIEP, then X also has the linear C-IEP.

Proof. Since X is necessarily smooth we can reduce the problem using Proposition
4.2 and Corollary 4.1 of [16]. It will suffice to consider the case when E = ker z∗

is a subspace of codimension one, with ‖z∗‖ = 1, and (x∗d)d∈D, (y∗d)d∈D are weak∗-
convergent nets to x∗, y∗ respectively satisfying ‖x∗d‖ = ‖y∗d‖ = ‖x∗d|E‖ = ‖y∗d|E‖ =
1 for d ∈ D. and x∗−y∗ = μz∗ ∈ [z∗]. We then must show that x∗ = y∗ i.e., μ = 0.
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Suppose ε > 0 and choose λ = λ(ε/4, z∗) as in the definition. Pick 1 < α < (2/λ).
Then the canonical injection j : E → C(BE∗) has an extension T : X → C(BE∗)
with ‖T ‖ < α. Let Φ : BX∗ → BX∗ be defined by Φ(u∗) = T ∗(δu∗|E ) (where δa
is the point-mass at a). Then Φ : BX∗ → αBX∗ , Φ is weak∗-continuous, Φ(u∗) =
Φ(v∗) if u∗ − v∗ ∈ [z∗] and Φ(u∗) − u∗ ∈ [z∗] for u∗ ∈ BX∗ .

Observe that ‖α−1(x∗d+Φ(x∗d))‖ ≥ 2α−1 > λ and so ‖x∗d−Φ(x∗d)‖ < α(ε/4) < ε/2
for d ∈ D. Hence ‖x∗ − Φ(x∗)‖ ≤ ε/2 and similarly ‖y∗ − Φ(y∗)‖ ≤ ε/2. Hence
‖x∗ − y∗‖ ≤ ε.

Since ε > 0 is arbitrary, we obtain x∗ = y∗ and the theorem is proved. �

It would be natural to expect that one could also obtain an isometric Lipschitz
result for mappings defined on convex sets under the same hypotheses; however we
have only been able to achieve this under the assumption that Theorem 7.8 also
holds.

Theorem 8.2. Suppose X is a separable Banach space such that X∗ is URED and
admits a strict weak∗-null type. If X has the linear C-AIEP, then (C,X) has the
Lipschitz IEP for every closed convex subset C of X.

Remark. These hyptheses hold if X is uniformly smooth.

Proof. Of course Theorem 7.8 applies and in particular every weak∗-null type on
X∗ is symmetric.

We next argue that if σ is any type on X∗ then

(8.1) σ(1
2 (x∗ + y∗)) < max(σ(x∗), σ(y∗)), x∗ 	= y∗.

Indeed suppose σ(x∗) = limn∈U ‖x∗ + u∗n‖ where u∗n is a sequence in X∗. As-
sume σ(1

2 (x∗ + y∗)) = σ(x∗) = σ(y∗) (which we may assume nonzero). Let
αn = max(‖x∗ + u∗n‖, ‖y∗ + u∗n‖). Then limn∈U α−1

n ‖x∗ + y∗ + 2u∗n‖ = 2 and
so ‖x∗ − y∗‖ = 0. Thus (8.1) holds.

By Theorem 7.1 (C,X) has the Lipschitz IEP for bounded closed convex sets C.
Suppose (C,X) fails Lipschitz IEP for some (unbounded) closed convex subset C
of X . Then for some ε > 0, a ∈ X it follows from Theorem 4.3 above or Theorem
4.2 of [19] that we can therefore select two sequences (xn)∞n=1 and (yn)∞n=1 in C
such that

‖xn‖ + ‖yn‖ + ε < min
v∈Kn

(‖xn − v‖ + ‖yn − v‖) n = 2, 3, . . .

where Kn = co {x1, . . . , xn−1, y1, . . . , yn−1}. This means that the set

{(xn − v, yn − v); v ∈ Kn}
in X ⊕1 X does not meet the closed ball of radius ‖xn‖ + ‖yn‖ + ε. By the Hahn–
Banach Theorem we can therefore find x∗n, y∗n ∈ X∗ with ‖x∗n‖, ‖y∗n‖ ≤ 1 and

x∗n(xn − v) + y∗n(yn − v) ≥ ‖xn‖ + ‖yn‖ + ε, v ∈ Kn, n ≥ 2.

This implies that, in particular,

x∗n(xn − xk) + y∗n(yn − xk) ≥ ‖xn‖ + ‖yn‖ + ε, 1 ≤ k ≤ n− 1,(8.2)

x∗n(xn − yk) + y∗n(yn − yk) ≥ ‖xn‖ + ‖yn‖ + ε, 1 ≤ k ≤ n− 1.(8.3)

By passing to a suitable subsequence we can assume that (8.2) and (8.3) hold and,
in addition, (x∗n)∞n=1 and (y∗n)∞n=1 are weak∗-convergent to u∗ and v∗ respectively.
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It follows from (8.2) and (8.3) that

(x∗n + y∗n)(xk) ≤ (x∗n(xn) − ‖xn‖) + (y∗n(yn) − ‖yn‖) − ε,(8.4)

(x∗n + y∗n)(yk) ≤ (x∗n(xn) − ‖xn‖) + (y∗n(yn) − ‖yn‖) − ε, n > k.(8.5)

From these we deduce that

(8.6) (u∗ + v∗)(xk) ≤ −ε, (u∗ + v∗)(yk) ≤ −ε.
In particular u∗ + v∗ 	= 0. We also may deduce (keeping k fixed and letting n vary
that the nonnegative sequences (‖xn‖ − x∗n(xn))∞n=1 and (‖yn‖ − y∗n(yn))∞n=1 are
each bounded above (say by some constant M)

Let U be a nonprincipal ultrafilter on N. Define σ, τ to be the weak∗-null types
on X∗ given by

σ(x∗) = lim
n∈U

‖x∗ + x∗n − u∗‖ x∗ ∈ X∗

τ(x∗) = lim
n∈U

‖x∗ + y∗n − v∗‖ x∗ ∈ X∗.

We recall that these types are necessarily symmetric. Observe that σ(u∗), τ(v∗) ≤ 1.
Assume τ(u∗) ≤ 1. Then τ(−u∗) ≤ 1 and so by (8.1), τ(1

2 (v∗ − u∗)) < θ < 1,
i.e.,

lim
n∈U

‖y∗n − 1
2

(u∗ + v∗)‖ < θ.

Thus there exists a set M ∈ U so that

y∗n(yn) − 1
2

(u∗ + v∗)(yn) ≤ θ‖yn‖ n ∈ M

which implies

(u∗ + v∗)(yn) > 2(1 − θ)‖yn‖ − 2M n ∈ M.

By (8.6) this gives

2(1 − θ)‖yn‖ ≤M − ε

and so the sequence (yn)n∈M is bounded. Similarly σ(v∗) ≤ 1 would imply that
(xn)n∈M′ is bounded for some M′ ∈ U . .

If both (xn)n∈M and (yn)n∈M′ , with M,M′ ∈ U , are bounded then we reach a
contradiction, because the closed convex hull of the set {xn, yn : n ∈ M∩M′} then
fails the Lipschitz IEP, contradicting Theorem 7.1. We therefore consider, without
losing generality, the case when

(8.7) lim
n∈U

‖yn‖ = ∞.

Thus τ(u∗) > 1. However by Theorem 7.8 we have

min(σ(v∗), τ(u∗)) ≤ 1

so that σ(v∗) ≤ 1 and limn∈U ‖xn‖ <∞.
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Now, by (8.2),

ε ≤ lim
k∈U

lim
n∈U

((x∗n(xn) − ‖xn‖) + (y∗n(yn) − ‖yn‖) − (x∗n + y∗n)(xk))

= lim
n∈U

((x∗n(xn) − ‖xn‖) + (y∗n(yn) − ‖yn‖)) − lim
k∈U

(u∗ + v∗)(xk)

= lim
n∈U

((x∗n(xn) − (u∗ + v∗)(xn)) − ‖xn‖ + (y∗n(yn) − ‖yn‖))

≤ (σ(v∗) − 1) lim
n∈U

‖xn‖ + lim
n∈U

(y∗n(yn) − ‖yn‖)

≤ 0,

which gives a contradiction. �

The remainder of this section will be devoted to the construction of an example
of a smooth Banach space X isomorphic to �2, having the linear C-AIEP but failing
the linear C-IEP. This answers problem 4.3 of [16].

Let N be the absolute norm on R2 given by

N(ξ1, ξ2) = max((|ξ1|2 + 1
4 |ξ2|2)1/2, |ξ2|) (ξ1, ξ2) ∈ R

2.

Let c00 denote the space of finitely nonzero sequences with the canonical basis
(en)∞n=1. Let En = [e1, . . . , en] be the span of the first n basis vectors,and let
Fn = [en=1, . . .]∩ c00. Associated to N we may construct a norm ‖ · ‖Λ on c00 with
(en)∞n=1 a normalized unconditional basis such that

‖x+ ξen‖Λ = N(‖x‖Λ, |ξ|) x ∈ En−1, ξ ∈ R, n ≥ 2.

Let Λ denote the completion of (c00, ‖ · ‖Λ). Then Λ has property (M) Also Λ is
isomorphic to the Orlicz sequence space �ϕ where ϕ(t) = max((1 + 1

4 t
2)1/2, t) − 1.

Thus Λ is isomorphic to �2 and ‖ · ‖Λ is equivalent to the standard �2-norm.
Let (εn)n≥2 be any sequence of positive numbers such that

∑∞
k=2 εk <∞.

Lemma 8.3. There is a norm ‖ · ‖X on c00 with the following properties:

(8.8) (1 − εn)N(‖x‖X , |ξ|) ≤ ‖x+ ξen‖X ≤ (1 + εn)N(‖x‖X , |ξ|),
x ∈ En−1, ξ ∈ R, n ≥ 2.

(8.9) ‖x+ ξen‖X = (‖x‖2
X + 1

4 |ξ|2)1/2, |ξ| ≤ ‖x‖X .

(8.10) ‖x+ y‖X = ‖x− y‖X = 1 =⇒ ‖x‖X < 1 x, y ∈ c00

and for each n ≥ 2 there exists vn ∈ [e1, . . . , en−1] with ‖vn − 1
2 (−1)ne1‖X < εn

and

(8.11) ‖vn + en‖X = d(x,En−1) = min {‖x+ en‖X ; x ∈ En−1]} .
Proof. We define the norm on En by induction on n. To start the induction we
define ‖e1‖X = 1. Now suppose n ≥ 2 and that ‖ · ‖X is well-defined on En−1 and
satisfies the conditions (8.8), (8.9), (8.10) and (8.11) where applicable. In particular
‖ · ‖X is assumed stricly convex on En−1.

We start by defining a norm ‖ · ‖0 on En by the formula

‖x+ ξen‖0 = N(‖x‖X , |ξ|) x ∈ En−1, ξ ∈ R.
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Next we define ‖ · ‖1 on En by setting

‖x+ ξen‖1 = inf

{
(1 + εn)‖y + αen‖0 + |β| +

k∑
j=1

‖zj + γjen‖0

}
.

where the infimum is taken over all representations

x+ ξen = (y + αen) + β(1
2 (−1)ne1 + en) +

k∑
j=1

(zj + γjen)

with α, β, γ1, . . . , γn ∈ R, y, z1, . . . , zk ∈ En−1 and such that |γj | ≤ ‖zj‖X for
1 ≤ j ≤ k. It follows from the construction that

(8.12) ‖x+ ξen‖1 ≤ (1 + εn)‖x+ ξen‖0.

We will now argue that

(8.13) ‖ 1
2 (−1)ne1 + en‖1 = 1 < ‖x+ en‖1, x ∈ En−1, x 	= 1

2
(−1)ne1.

Indeed it is clear that ‖ 1
2 (−1)ne1 + en‖1 ≤ 1. Now suppose 0 < η < εn and

x ∈ En is such that ‖x+ en‖1 < 1 + η. Then x+ en has a representation

x+ en = (y + αen) + β(1
2 (−1)ne1 + en) +

k∑
j=1

(zj + γjen)

with |γj | ≤ ‖zj‖X for 1 ≤ j ≤ k.

(1 + εn)‖y + αen‖0 + |β| +
k∑

j=1

‖zj + γjen‖0 < 1 + η.

Then

α+ β +
k∑

j=1

γj = 1.

Note that
‖y + αen‖0 ≥ |α|

and
‖zj + γjen‖0 = (‖zj‖2

X + 1
4 |γj |2)1/2 ≥

√
5

2 |γj |, 1 ≤ j ≤ k.

Thus

1 + η >

(
|α| + |β| +

k∑
j=1

|γj |
)

+ ηn|α| +
1
10

k∑
j=1

|γj |.

Thus
k∑

j=1

|γj | < 10η

and
|α| ≤ η/εn.

We deduce that
|1 − β| ≤ 10η + ε−1

n η.
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Thus

‖y + αen‖X +
k∑

j=1

‖zj + γjen‖X < (11 + ε−1
n )η

and so ∥∥∥∥y +
k∑

j=1

zj + (1 − β)en

∥∥∥∥
0

< (11 + ε−1
n )η.

Hence ∥∥∥∥y +
k∑

j=1

zj

∥∥∥∥
X

< (21 + 2ε−1
n )η.

Finally we deduce
‖x− 1

2 (−1)ne1‖X < (31 + 3ε−1
n )η.

This establishes (8.13).
For 0 < θ < 1 we now define

‖x+ ξen‖θ =
(
(1 − θ)(max(‖x+ ξen‖0, ‖x+ ξen‖1)2 + θ(‖x‖2

X + 1
4 |ξ|2)

)1/2
.

We will show that taking ‖ · ‖X = ‖ · ‖θ for some choice of θ we can satisfy (8.8),
(8.9),(8.10) and (8.11). First observe that

(1 − θ)1/2‖x+ ξen‖0 ≤ ‖x+ ξen‖X ≤ (1 + εn)‖x+ ξen‖0

so that for θ small enough we will have (8.8).
If |ξ| ≤ ‖x‖X then ‖x+ ξen‖1 ≤ ‖x+ ξen‖0 and so (8.9) follows immediately for

any choice of θ.
For (8.10) we need only observe that ‖·‖θ is strictly convex onEn by construction,

since ‖ · ‖X is strictly convex on En−1.
Finally let vθ ∈ En−1 be (uniquely) defined by

‖vθ + en‖θ = min{‖x+ en‖θ; x ∈ En−1}.
Then by an elementary compactness argument and (8.13) we have limθ→0 vθ =
1
2 (−1)ne1. Thus for θ small enough we satisfy (8.11). �

Lemma 8.4. If x ∈ En and y =
∑∞

j=n+1 ξjej ∈ Fn then

(8.14) an

∥∥∥‖x‖Xe1 + y
∥∥∥

Λ
≤ ‖x+ y‖X ≤ bn

∥∥∥‖x‖Xe1 + y
∥∥∥

Λ

where

an =
∞∏

k=n+1

(1 − εk), bn =
∞∏

k=n+1

(1 + εk).

In particular ‖ · ‖X is equivalent to ‖ · ‖Λ.

Proof. This follows easily by induction from (8.8). Indeed we show that if y ∈
Fn ∩Er, where r > n, then

anr

∥∥∥‖x‖Xe1 + y
∥∥∥

Λ
≤ ‖x+ y‖X ≤ bnr

∥∥∥‖x‖Xe1 + y
∥∥∥

Λ

where

anr =
r∏

k=n+1

(1 − εk), bn =
r∏

k=n+1

(1 + εk).
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For r = n + 1 this is given by (8.13). Assume it is now proved for r − 1 ≥ n + 1.
Suppose y ∈ Fn ∩ Er is given by y = y0 + ξer where y0 ∈ Er−1. Then

(1 − εr)N(‖x+ y0‖X , |ξ|) ≤ ‖x+ y‖X ≤ (1 + εr)N(‖x+ y0‖X , |ξ|).
However

N(‖x+ y0‖X , |ξ|) ≤ bn,r−1N(‖‖x‖Xe1 + y0‖Λ, |ξ|)
= bn,r−1

∥∥∥‖x‖Xe1 + y
∥∥∥

Λ

and similarly

N(‖x+ y0‖X , |ξ|) ≥ an,r−1

∥∥∥‖x‖Xe1 + y
∥∥∥

Λ

and the induction step follows easily.
In particular taking n = 1 we see that

a1‖x‖Λ ≤ ‖x‖X ≤ b1‖x‖Λ x ∈ c00. �

We now define X to be the completion of (c00, ‖ · ‖X); clearly X coincides with
�2 and ‖ · ‖X is equivalent to the �2-norm.

Lemma 8.5. X is strictly convex and satisfies property (M).

Proof. Suppose x, y ∈ X with ‖x + y‖X = ‖x‖X = ‖x − y‖X = 1. Let x =∑∞
j=1 ξjej and y =

∑∞
j=1 ηjej. Then there exists an integer m so that if k ≥ m we

have

|ξk+1 + ηk+1| ≤
∥∥∥∥ k∑

j=1

(ξj + ηj)ej

∥∥∥∥
X

,

|ξk+1 − ηk+1| ≤
∥∥∥∥ k∑

j=1

(ξj − ηj)ej

∥∥∥∥
X

,

|ξk+1| ≤
∥∥∥∥ k∑

j=1

ξjej

∥∥∥∥
X

.

It follows that

‖x+ y‖2 =
∥∥∥∥ m∑

j=1

(ξj + ηj)ej

∥∥∥∥2

X

+
1
4

∞∑
j=m+1

(ξj + ηj)2,

‖x− y‖2 =
∥∥∥∥ m∑

j=1

(ξj − ηj)ej

∥∥∥∥2

X

+
1
4

∞∑
j=m+1

(ξj − ηj)2,

‖x‖2 =
∥∥∥∥ m∑

j=1

ξjej

∥∥∥∥2

X

+
1
4

∞∑
j=m+1

ξ2j .

Thus

0 =
∥∥∥∥ m∑

j=1

(ξj + ηj)ej

∥∥∥∥2

X

+
∥∥∥∥ m∑

j=1

(ξj − ηj)ej

∥∥∥∥2

X

− 2
∥∥∥∥ m∑

j=1

ξjej

∥∥∥∥2

X

+
1
2

∞∑
j=m+1

η2
j .

Hence ηj = 0 for j ≥ m+ 1 and by the strict convexity of c00 in ‖ · ‖X (i.e., (8.10))
we have ηj = 0 for 1 ≤ j ≤ m, i.e., y = 0.
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Next suppose u, v ∈ c00 with ‖u‖ ≤ ‖v‖ and than (xn)∞n=1 is a bounded block
basic sequence such that limn→∞ ‖u+ xn‖X and limn→∞ ‖v+ xn‖X exist. Then it
follows from (8.14) that

lim
n→∞ ‖u+ xn‖X = lim

n→∞

∥∥∥‖u‖Xe1 + xn

∥∥∥
Λ

and
lim

n→∞ ‖v + xn‖X = lim
n→∞

∥∥∥‖v‖Xe1 + xn

∥∥∥
Λ

so that
lim

n→∞ ‖u+ xn‖X ≤ lim
n→∞ ‖v + xn‖X . �

The following proposition gives a counterexample to Problem 4.3 of Johnson and
Zippin [16].

Proposition 8.6. The space X∗ is isomorphic to a Hilbert space, has a smooth
norm and satisfies the linear C-AIEP. However it does not satisfy the linear C-IEP
(and indeed fails the linear c0-IEP).

Proof. We have seen that X is isomorphic to �2 and hence so is X∗. The dual
norm is smooth since X is strictly convex. X has property (M) (and is reflexive)
so that X∗ has property (M∗) and hence the linear C-AIEP. Finally let us take the
sequence (vn)∞n=2 given by (8.11) and define xn = (vn + en)/‖vn + en‖X . Then
d(xn, En) = 1 = d(xn, E1) for all n. By (8.8) we have (1 − εn) ≤ ‖vn + en‖X ≤
(1 + εn). Hence

lim
n→∞x2n = 1

2e1, lim
n→∞x2n−1 = − 1

2e1 weakly.

Define the map T : E⊥
1 → c0 by Tx∗ = (0, x∗(x2), x∗(x3), . . .). The linear

functionals x∗ → x∗(xn) for n ≥ 2 have norm one on E⊥
1 and by smoothness

have unique norm-preserving extensions namely x∗ → x∗(xn) on X∗. But (xn)∞n=2

is not a weakly convergent sequence and so T has no norm-preserving extension
T̃ : X∗ → c. �

9. Extension from weak∗-closed subspaces

We now consider the extensions of operators on dual spaces, restricting ourselves
to weak∗-closed subspaces. Our results are somewhat different from the preceding
section in that our criteria are in the form of conditions on types on the original
space not its dual. This gives different characterizations of the linear C-AIEP for
reflexive spaces.

Theorem 9.1. Let X be a Banach space with separable dual. Consider the follow-
ing conditions on X:

(i) (E,X∗) has the linear AIEP for every weak∗-closed subspace E of X∗.
(ii) (C,X∗) has the Lipschitz AIEP for every weak∗-closed sonvex subset C of

X∗.
(iii) For every pair σ, τ of weak∗-null types on X∗ and u∗, v∗ ∈ X∗ there exists

0 ≤ θ ≤ 1 such that

σ(θ(u∗ − v∗)) + τ((1 − θ)(v∗ − u∗)) ≤ σ(u∗) + τ(v∗).
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Then (iii) =⇒ (i) and (ii). Conversely if X is reflexive or X∗ is stable (i), (ii)
and (iii) are equivalent.

Proof. Note that (ii) =⇒ (i) by Proposition 4.10. Now suppose (iii) holds. We
use Lemma 4.5. Let σ, τ be types supported on C. We must show that

(9.1) inf
u∗∈C

(σ(u∗) + τ(u∗)) = inf
x∗∈X∗

(σ(x∗) + τ(x∗)).

Then since C is weak∗-compact we may find e∗, f∗ ∈ C so that σ0(x∗) := σ(x∗+e∗)
and τ0(x∗) := τ(x∗ + f∗) are weak∗-null types.

Fix x∗ ∈ X∗. Then letting u∗ = x∗ − e∗ and v∗ = x∗ − f∗ we can find 0 ≤ θ ≤ 1
so that

σ0(θ(f∗ − e∗)) + τ0((1 − θ)(e∗ − f∗)) ≤ σ0(x∗ − e∗) + τ0(x∗ − f∗).

This simplifies to
σ(w∗) + τ(w∗) ≤ σ(x∗) + τ(x∗)

where w∗ = (1 − θ)e∗ + θf∗ ∈ C. Thus (9.1) holds. Thus (C,X) has the Lipschitz
C-AIEP.

Now let us suppose that either X is reflexive or X∗ is stable. In this case
Propositions 4.7 and 4.8 will imply that (i), (ii) are equivalent.

Now suppose (i) is satisfied. Let σ, τ be weak∗-null types on X∗. Then σ, τ
are weak∗-lower-semicontinuous by Proposition 3.7. Let (Fn)∞n=1 be an increasing
sequence of finite-dimensional subspaces of X so that ∪nFn is dense in X . Then
we can suppose σ, τ are given by weak∗-null sequences

σ(x∗) = lim
n→∞ ‖x∗ + e∗n‖ x∗ ∈ X∗

τ(x∗) = lim
n→∞ ‖x∗ + f∗

n‖ x∗ ∈ X∗,

where e∗n, f∗
n ∈ F⊥

n for all n.
Fix u∗, v∗ ∈ X∗. Since for each weak∗-closed subspace E the pair (E,X∗) has the

linear C-AIEP, it follows that the condition Γ1(1), or equivalently Σ1(1) holds for
any weak∗-closed subspace. Hence Σ1(1) holds for any translate of a weak∗-closed
subspace.

Let En be the linear span of u∗−v∗ and F⊥
n . Then the types σ′(x∗) := σ(x∗−v∗)

and τ ′(x∗) := τ(x∗ − u∗) are both supported on 1
2 (u+ v) +En. By Lemma 4.5 for

each n we can find w∗
n ∈ 1

2 (u∗ + v∗) + En so that

σ′(w∗
n) + τ ′(w∗

n) ≤ σ′(u∗ + v∗) + τ ′(u∗ + v∗) + 1
n n = 1, 2, . . . .

Thus
σ(w∗

n − v∗) + τ(w∗
n − u∗) ≤ σ(u∗) + τ(v∗) + 1

n n = 1, 2, . . . .
The sequence (w∗

n)∞n=1 is clearly bounded and has a weak∗-cluster point w∗ =
λu∗ + (1 − λ)v∗ where −∞ < λ <∞. Thus

σ(λ(u∗ − v∗)) + τ((1 − λ)(v∗ − u∗)) ≤ σ(u∗) + τ(v∗).

This inequality implies in the case σ = τ and u∗ = v∗ that every weak∗-null type
is monotone. Hence

σ(u∗ − v∗) + τ(0) ≤ σ(λ(u∗ − v∗)) + τ((1 − λ)(v∗ − u∗)) λ ≥ 1

and

σ(0) + τ(v∗ − u∗) ≤ σ(λ(u∗ − v∗)) + τ((1 − λ)(v∗ − u∗)) λ ≤ 0.
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Hence we may take λ = θ where 0 ≤ θ ≤ 1. �

Theorem 9.2. Let X be a Banach space with either property (L∗) or (M∗).

(i) If C is a convex weak∗-closed subset of X∗ then (C,X) has the Lipschitz
C-AIEP.

(ii) If E is a weak∗-closed subspace of X∗ then (E,X∗) has the linear C-AIEP.

Proof. We establish that both (L∗) and (M∗) imply (iii) of Theorem 9.1.
(i) Assume X has property (M∗). Suppose σ and τ are weak∗-null types defined

by weak∗-null sequences (x∗n)∞n=1 and (y∗n)∞n=1. Suppose u∗, v∗ ∈ X∗. Pick θ with
0 ≤ θ ≤ 1 so that (1 − θ)‖u∗‖ = θ‖v∗‖. Then

σ(θ(u∗ − v∗)) = lim
n→∞ ‖θu∗ − θv∗ + x∗n‖

≤ lim
n→∞ ‖θu∗ + θx∗n‖ + lim

n→∞ ‖ − θv∗ + (1 − θ)x∗n‖
= lim

n→∞ ‖θu∗ + θx∗n‖ + lim
n→∞ ‖(1 − θ)u∗ + (1 − θ)x∗n‖

= σ(u∗).

Similarly τ((1 − θ)(v∗ − u∗)) ≤ τ(v∗). This verifies (iii) of Theorem 9.1 and gives
the conclusion.

Now assume X has property (L∗) and keep the same notation. In this case pick
θ so that

(1 − θ) lim
n→∞ ‖x∗n‖ = θ lim

n→∞ ‖y∗n‖.
As before

σ(θ(u∗ − v∗)) = lim
n→∞ ‖θu∗ − θv∗ + x∗n‖

≤ lim
n→∞ ‖θu∗ + θx∗n‖ + lim

n→∞ ‖ − θv∗ + (1 − θ)x∗n‖
= lim

n→∞ ‖θu∗ + θx∗n‖ + lim
n→∞ ‖θv∗ + θy∗n‖

= θ(σ(u∗) + τ(v∗)).

Similarly
τ((1 − θ)(v∗ − u∗)) ≤ (1 − θ)(σ(u∗) + τ(v∗))

and again Theorem 9.1 can be applied. �

Corollary 9.3. Let E be a closed subspace of �1. Then (E, �1) has the linear
C-AIEP if and only if E is weak∗-closed (with respect to c0).

This corollary answers a question of Johnson and Zippin [16], Problem 4.5, who
proved that (E, �1) has the linear (3 + ε, C)-EP when E is a weak∗-closed subspace.
We remark here that the classification of subspaces E so that (E, �1) has the linear
C-EP (not necessarily almost isometric) is open. The author showed in [18] that if
�1/E has a UFDD and (E, �1) has the linear C-EP then there is an automorphism
S : �1 → �1 so that S(E) is weak∗-closed.

Proof. If E is weak∗-closed this is an immediate conclusion from Theorem 9.2.
Conversely suppose E has the linear C-AIEP. Then E certainly has the linear c0-
AIEP and satisfies Γ0(1). Let (e∗n)∞n=1 be a weak∗-converging sequence in E and let
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e∗ be the weak∗-limit. By passing to a subsequence we may suppose that (e∗n)∞n=1

defines a weak∗-null type σ which (by property (m∗
1)) must be of the form

σ(x∗) = ‖x∗ − e∗‖ + σ(e∗) x∗ ∈ X∗.

By Lemma 4.5 we have
inf

u∗∈E
σ(u∗) ≤ σ(e∗)

so that we have e∗ ∈ E. By the Banach–Dieudonné Theorem this means that E is
weak∗-closed. �
Remark. Of course the above argument uses only the fact that c0 has property
(m∗

1) and so applies to any dual of a space with property (m∗
1).

Proposition 9.4. Suppose X is a separable Banach space and that E is a closed
subspace of X. Suppose:

(i) E is isometric to the dual of a space Y .
(ii) If σ, τ are types on X induced by weak∗-null sequences in E = Y ∗ then

σ(0) = τ(0) =⇒ σ(x) = τ(x) x ∈ X.

Then (E,X) has the linear C-AIEP. If X is uniformly smooth, then (E,X) has the
linear C-IEP.

Proof. Let E0 = E and then En be an increasing sequence of subspaces of X so
that dimEn/En−1 = 1 for n ≥ 1 and ∪nEn is dense in X . We note that each
En is isometrically a dual space in such a way that the weak∗-topology on En

restricts to the weak∗-topology on En−1, since En/En−1 is finite-dimensional. We
claim that En = Y ∗

n where Yn has property (L∗). Indeed if (un)∞n=1 is a weak∗-
null sequence in En defining a type on X then since En/E is finite-dimensional,
limn→∞ d(un, E) = 0 and so σ is supported on E. Our assumption quickly ensures
that Yn has property (L∗). By Theorem 9.2 if ε > 0, we can now extend an operator
T : E → C(K) inductively to T̃ : ∪nEn → C(K) with ‖T̃‖ < ‖T ‖ + ε.

If X is uniformly smooth we can apply Proposition 4.1 of [16]. �
Proposition 9.5. Suppose 1 < p <∞ and that E is a closed subspace of Lp(0, 1).
Then:

(i) If E is almost isometric to a subspace of �p then (E,Lp) has the linear C-IEP.
(ii) If 1 < p < q ≤ 2 and E is isometric to a subspace of �q then (E,Lp) has the

linear C-IEP.

Proof. (i) By Theorem 4.4 of [23] BE is compact in L1. Thus if F/E is finite-
dimensional then BF is also compact in L1. Hence for any type σ induced by a
weakly null sequence in E we have

σ(f) = (‖f‖p + σ(0)p)1/p f ∈ Lp.

By Proposition 9.4 and Theorem 8.2 we are done.
(ii) It follows from the Plotkin–Rudin Theorem [34],[36],[24] Theorem 4 that it

suffices to prove this result for any isometric embedding of E into Lp(0, 1). We
therefore take E as a subspace of a space E1 defined as the closed linear span of a
sequence of independent q-stable random variables (hn)∞n=1 with∫

eithn(s)ds = e−|t|q .
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Since E1 has the C-IEP it is enough to prove the result for E = E1.
Suppose σ is any type induced by a weakly null sequence in E then there is a

sequence of independent q-stable random variables (gn)∞n=1 (with the same distri-
bution as h1) and a constant α > 0 so that

σ(f) = lim
n→∞ ‖f + αgn‖ f ∈ Lp.

But by Lemma 2.5 of [21] we have

σ(f) =
(∫ 1

0

∫ 1

0

|f(s) + αh1(t)|p ds dt
)1/p

.

Now an appeal to Proposition 9.4 concludes the proof. �

10. The universal linear C-AIEP

We shall say that a separable Banach space X has the separable universal linear
C-AIEP if whenever X is isometric to a subspace of a separable Banach space Y
then (X,Y ) has the linear C-AIEP. This property has been investigated by Speegle
[38] who showed that a uniformly smooth space cannot have the universal linear
C-AIEP. However, no examples were previously known of spaces with the universal
C-AIEP.

Let us say that a Banach space X has the m1-type property if every type σ on
X has the form

σ(x) = ‖x− u‖ + σ(u) x ∈ X

for some u ∈ X .

Theorem 10.1. Let X be a separable Banach space with the m1-type property.
Then X has the separable universal linear C-AIEP.

Proof. Let us suppose that X is embedded in a separable Banach space Y . We
start by considering on Y a minimal function ϕ : Y → R which respect to the
following conditions:

• ϕ(y) ≤ ‖y‖ for y ∈ Y .
• ϕ is convex.
• ϕ(y) = ϕ(−y) for y ∈ Y .
• ϕ(x) = ‖x‖ for x ∈ X .

The existence of such a minimal function is guaranteed by Zorn’s Lemma. It is
clear that ϕ(y) ≥ 0 for all y ∈ Y since ϕ(y) + ϕ(−y) ≥ 2ϕ(0) = 0.

We first claim that ϕ is a seminorm. Indeed note that if 0 < α < 1 then
ψ(y) = α−1ϕ(αy) defines another function in the class with ψ ≤ ϕ. Hence ψ = ϕ
and this shows that ϕ(tx) = |t|ϕ(x) for t real.

Let Z be the completion of Y/ϕ−1{0} which respect to the induced seminorm.
Then X is isometrically embedded into Z and it is enough to show that (X,Z) has
the C-AIEP.

Note that Z has the property that if ψ : Z → R is a function such that
• ψ(z) ≤ ‖z‖ for z ∈ Z,
• ψ is convex,
• ψ(z) = ψ(−z) for z ∈ Z,
• ψ(x) = ‖x‖ for x ∈ X ,
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then ψ(z) = ‖z‖ for all z ∈ Z.
Clearly Z is separable and we may construct an increasing sequence (Zn)∞n=1 of

subspaces of Z so that Z0 = X, dimZn/Zn−1 = 1 (for n ≥ 1) and ∪nZn is dense in
Z. It will suffice to show that (Zn−1, Zn) has the linear C-AIEP for all n ≥ 1. To
do this it suffices to show that (Zn−1, Z) (and hence (Zn−1, Zn)) satisfies condition
Γ1(1) or Σ1(1).

For fixed n ≥ 1 let σ be any type on Z supported on Zn−1. Since Zn−1/X is
finite-dimensional we can write σ in the form

σ(z) = σ′(z − u0) z ∈ Z

where σ′ is supported on X and u0 ∈ Zn−1. By assumption there exists u1 ∈ X so
that for x ∈ X

σ′(x) = ‖x− u1‖ + σ′(u1) x ∈ X.

Let
σ0(z) = σ(z + u) z ∈ Z

where u = u0 + u1 ∈ Zn−1. We have

σ0(x) = ‖x‖ + σ(u) x ∈ X.

Note that in general

σ0(z) ≤ σ0(0) + ‖z‖ = σ(u) + ‖z‖.
Now define

ψ(z) =
1
2

(σ0(z) + σ0(−z) − 2σ(u)).

Clearly ψ is convex and symmetric. Also ψ(0) = 0 and ψ has Lipschitz constant
one so that ψ(z) ≤ ‖z‖. If x ∈ X then ψ(x) = ‖x‖. Thus by our assumptions on Z,
ψ(z) = ‖z‖ for every z ∈ Z. It follows that we also have, since σ0(−z)−σ(u) ≤ ‖z‖,

σ0(z) − σ(u) = ‖z‖ z ∈ Z

or
σ(z) = ‖z − u‖ + σ(u) z ∈ Z.

Now suppose σ and τ are two types supported on Zn−1. Then we can find
u, v ∈ Zn−1 with

σ(z) = ‖z − u‖ + σ(u), τ(z) = ‖z − v‖ + τ(v) z ∈ Z.

Thus if z ∈ Z,

σ(u) + τ(u) = σ(u) + τ(v) + ‖u− v‖
≤ σ(u) + τ(v) + ‖z − u‖ + ‖z − v‖
≤ σ(z) + τ(z).

Thus (Zn−1, Z) satisfies Σ1(1). �

Corollary 10.2. Let X be the dual of a subspace of c0. Then X has the separable
universal C-AIEP. In particular every weak∗-closed subspace of �1 has the separable
universal C-AIEP.

Proof. X = Y ∗ where Y has property (m∗
1) which implies that X has the m1-type

property. �
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Remark. Of course this applies to any space X = Y ∗ where Y is a separable
Banach space with property (m∞) and not containing �1. Such spaces are charac-
terized in [23] by the fact that Y is almost isometric to a subspace of c0 (i.e., for
every ε > 0, there exists Yε ⊂ c0 with d(Y, Yε) < 1 + ε).

Corollary 10.3. If X is a subspace of �1 then X has the separable universal C-
AIEP if and only if X is weak∗-closed (with respect to c0).

Proof. This follows from Corollary 9.3. �

This corollary suggests that there might be a converse to Corollary 10.2. This is
false by two examples in [11] (one due to Talagrand) and the following corollary:

Corollary 10.4. Let X be a subspace of L1[0, 1] such that BX is compact for
convergence in measure. Then X has the separable universal linear C-AIEP.

Proof. Suppose σ(f) = limn→∞ ‖f + fn‖ for f ∈ X . Then we can pass to a
subsequence and suppose that fn → −g a.e. where g ∈ X . Thus

σ(f) = ‖f − g‖ + σ(g) f ∈ X

and Theorem 10.1 applies. �

The examples in [11] §4 show that it is possible for X to satisfy the conditions
of this corollary and not be almost isometric to the dual of a subspace of c0. To
see this note that if X∗ has MAP where X is a subspace of c0 then X∗ has UMAP
and use Theorem 4.2. It should be noted, however, that both spaces in [11] are
isomorphic (but not isometric) to �1-sums of finite-dimensional spaces.

We shall now give further slightly more general examples; unfortunately all the
examples we know seem to be at least isomorphic to weak∗-closed subspaces of an
�1-sum of finite-dimensional spaces.

Proposition 10.5. Let X be a separable Banach space with the m1-type property.
Let F be a finite-dimensional normed space and suppose N is a norm on F × R

such that:
(i) N(f, 0) = ‖f‖ f ∈ F .

(ii) N(f, ξ) = N(f,−ξ) f ∈ F, ξ ∈ R.
(iii) N(0, 1) = 1.

Then the space W = F ⊕N X also has the universal linear C-AIEP. Here F ⊕N X
is the direct sum F ⊕X normed by

‖(f, x)‖ = N(f, ‖x‖).

Proof. Suppose ε > 0 and let θ = (1+ ε)1/2 and that W is isometrically embedded
in a Banach space Y . Suppose T : W → C(K) is a bounded linear operator with
‖T ‖ ≤ 1. We denote by PF and PX the canonical projections of W onto F and X
respectively.

We start by considering the restriction of T to F . This may be represented in
the form

Tf(t) = 〈f, f∗(t)〉 t ∈ K

where t→ f∗(t) is a norm continuous map K → F ∗.
Suppose N∗ is the dual norm on F ∗ ⊕ R. Let us define v∗(t) ∈ F ∗ ⊕N∗ R by

v∗(t) = (f∗(t), ψ(t)), with ψ(t) the unique positive solution of N∗(f∗(t), ψ(t)) = θ
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(note that ‖f∗(t)‖ ≤ 1 < θ). It is easy to verify that ψ is continuous and so the
map S : F ⊕N R → C(K) given by

S(f, λ) = 〈f, f∗(t)〉 + λψ(t)

satisfies ‖S‖ = θ.
Let us observe that if 0 	= x ∈ X then so any f ∈ F we have

|〈f, f∗(t)〉| + |λ||Tx(t)| ≤ ‖x+ f‖ = N(f, λ‖x‖).

Thus
N∗(f∗(t), |Tx(t)|/‖x‖) ≤ 1

and so
|Tx(t)| ≤ ψ(t)‖x‖ t ∈ K.

Now, for m large enough we may find a linear map V : F ⊕N R → �m∞ such that
‖V ‖ < θ and ‖g‖ ≤ ‖V g‖ for g ∈ F ⊕N R. Then using the extension properties for
finite-dimensional polyhedral spaces we can find an operator S0 : �m∞ → C(K) with
‖S0‖ ≤ θ and S0V = S. Let

S0(ξ1, . . . , ξm) =
m∑

i=1

ξihi

where hi ∈ C(K). Then
m∑

i=1

|hi(t)| ≤ θ t ∈ K.

Let
V (f, λ) = (f∗

i (f) + βiλ)m
i=1

where
N∗(fi, βi) ≤ θ.

Thus

S(f, λ) =
m∑

i=1

(f∗
i (f) + βiλ)hi

and so

f∗(t) =
m∑

i=1

hi(t)f∗
i t ∈ K

and

ψ(t) =
m∑

i=1

βihi(t) t ∈ K.

At this point we define the operators Ti : W → C(K) by

Ti(w) = f∗
i (PFw) + βiψ

−1TPXw.

Let πi be the seminorm πi(w) = |f∗
i (PFw)| + |βi|‖PXw‖. Then

‖Tiw‖ ≤ πi(w) w ∈W.

Now
πi(w) ≤ N∗(f∗

i , |βi|)N(PFw, ‖TPXw‖) ≤ θ‖w‖ w ∈ W.

Define
ρi(y) = inf

w∈W
(πi(w) + θ‖y − w‖) y ∈ Y.
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Then ρi is a seminorm on Y such that ρi|W = πi. The normed space W/ρ−1
i (0)

is (except when βi = 0, when it reduces to a space of dimension one) isometric
to R ⊕1 X and so has the m1-type property; thus we can apply Theorem 10.1 to
produce an extension T̃i : Y → C(K) with

‖T̃iy‖ ≤ ρi(y) ≤ θ‖y‖ y ∈ Y.

Now define

T̃ y =
m∑

i=1

hiT̃iy y ∈ Y.

Then

‖T̃‖ ≤ θ sup
t∈K

m∑
i=1

|hi(t)| ≤ θ2 = 1 + ε.

If w ∈ W then

T̃ y =
m∑

i=1

(f∗
i (PFw) + βiψ

−1TPXw(t))hi

= TPFw + ψ−1

(
m∑

i=1

βihi

)
TPXw

= Tw. �

Theorem 10.6. The Nakano space �pn where pn > 1 and limn→∞ pn = 1 has the
separable universal linear C-AIEP.

Proof. The canonical basis of X = �pn is clearly boundedly complete and so X
is isometric to the dual of a space Z with a 1-unconditional basis. Then Z has
property (L∗). If fact if ξ = (ξk)∞k=1 ∈ X and (un)∞n=1 is a normalized block basic
sequence and λ ≥ 0, then

lim
n→∞ ‖ξ + λun‖ = N(ξ, λ)

where α = N(ξ, λ) is the unique solution of
∞∑

k=1

α−pk |ξk|pk + α−1λ = 1.

If ‖ξ‖ = 1 then

∂N(x, λ)
∂λ

∣∣∣
λ=0

=

( ∞∑
k=1

pk|ξk|pk

)−1

so that

N(ξ, λ) ≥ 1 + λ

( ∞∑
k=1

pk|ξk|pk

)−1

.

Now fix m and let F = [e1, . . . , em] and Z = [em+1, em+2, . . .] where (en)∞n=1

denotes the canonical basis. Let p = maxn>m pn > 1. Let q = p′ the conjugate
index. Then for ξ ∈ Z with ‖ξ‖ = 1 we have

N(ξ, λ) ≥ 1 +
1
p
λ.
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Hence, using Theorem 2.4 of [9] for every ε > 0 there is a closed subspace W of c0
so that d(Z,W ∗) ≤ p2 + ε.

If ξ ∈ F and η ∈ Z with ‖ξ‖ = ‖η‖ = 1 then, for λ ≥ 0, ‖ξ + λη‖ ≤ N(ξ, λ). On
the other hand ‖ξ + λη‖ = α is the solution of

m∑
k=1

α−pk |ξk|pk +
∞∑

k=m+1

α−pkλpk |ηk|pk = 1.

Thus, since α ≥ max(λ, 1),
m∑

k=1

α−ppk |ξ|pk + λpα−p ≤ 1.

This implies that
αp ≥ N(ξ, λ)

i.e.,
N(ξ, λ)1/p ≤ ‖ξ + λη‖.

Now if λ ≥ q we have

N(ξ, λ) ≤ λ+ 1 ≤ (1 + 1
q )‖ξ + λη‖.

If λ ≤ q then
N(ξ, λ) ≤ ‖ξ + λη‖p ≤ (q + 1)p−1‖ξ + λη‖.

It follows that X has Banach–Mazur distance from F ⊕N W ∗ at most

μ = (p2 + ε) max((q + 1)p−1, (1 + 1/q)).

Hence X has the universal linear (μ, C)-EP with μ as above. Now (q + 1)p−1 =
(q + 1)−p/q. By taking m large enough we can make p arbitrarily close to 1 and so
X has the separable universal linear C-AIEP. �

Let us remark that Lindenstrauss and Pe�lczyński showed that every subspace
of c0 has the separable universal linear (2 + ε, C)-extension property for for every
ε > 0. The class of spaces with the separable universal linear C-extension property
is important in the study of automorphisms of C(K)-spaces (see [4]). In a separate
publication [20] we will study these spaces in more detail; we will show for example
that �p fails to have the separable universal linear C-extension property when 1 <
p <∞.

We conclude this section by observing that �1 also has a separable universal
extension property with respect to a wider class of spaces. We refer to two recent
papers [5] and [6] for results in a similar spirit.

Theorem 10.7. Let Y be a separable Banach space. The following are equivalent:
(i) �1 has the separable universal Y -AIEP.

(ii) For every ε > 0 there is a quotient Z of C[0, 1] so that d(Y, Z) ≤ 1 + ε.

Proof. (i) =⇒ (ii). Let Q : �1 → Y be a quotient map. Embed �1 isometrically
in C[0, 1] and extend Q to an operator T : C[0, 1] → Y with ‖T ‖ ≤ 1 + ε. Then let
Z = C[0, 1]/ kerT .

(ii) =⇒ (i). It is enough to assume Y is isometric to a quotient of C[0, 1].
Suppose �1 ⊂ X where X is a separable Banach space and T : �1 → Y is a bounded
operator. Then T : �1 → Y can be lifted to an operator S : �1 → C[0, 1] with ‖S‖ =
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‖T ‖, and T1 has an extension S̃ : X → C[0, 1] with ‖S̃‖ < (1 + ε)‖S‖. Composing
with the quotient map gives an extension T̃ : X → Y of T with ‖T̃‖ < (1 + ε)‖T ‖.

X C[0, 1]

�1 Y .

�eS

�

Q

�

�
�

���S

�T

�

Remark. In particular Theorem 10.7 applies when Y is a Lindenstrauss space (i.e.,
an L1-predual) by [15].

Theorem 10.8. For any n ∈ N the space �n∞(�1) = �1⊕∞· · ·⊕∞�1 has the separable
universal C-AIEP.

Proof. Let X = X1 ⊕∞ · · · ⊕∞ Xn where each Xj is isometric to �1. Suppose
Z ⊃ X is a separable Banach space. Let θ = (θ1, . . . , θn) ∈ {−1, 1}n = Dn and
define an isometry Uθ : X → X by

Uθ(x1 + · · · + xn) = θ1x1 + · · · + θnxn xj ∈ Xj.

We first embed Z in a larger Z1 so that there is homomorphism θ → Vθ from
Dn into the group of isometries of Z1 with Vθ|X = Uθ. This is a standard con-
struction. To do this consider the space �1(Dn;Z) and form the quotient Z1 =
�1(Dn;Z)/W where W is the set of elements (xθ)θ∈Dn where

∑
θ∈Dn

Uθxθ = 0.
Let Q : �1(Dn;Z) → Z1 be the quotient map. Let J : Z → �1(Dn;Z) be the
injection z → z̃ where z̃θ = z if θ = e (the identity) and 0 otherwise. Then QJ is
an isometric embedding of Z into Z1.

Define Ṽθ : �1(Dn;Z) → �1(Dn;Z) by Ṽθ(z) = (zθφ)φ∈Dn . Then θ → Ṽθ is a
homomorphism into the group of isometries of �1(Dn;Z). Since Ṽθ(W ) ⊂ W for
each θ this factors to Vθ : Z1 → Z1 and VθQJ = QJUθ as required. We can
therefore regard Z as embedded in Z1 and Vθ as an extension of Uθ.

Let T : X → C(K) be a bounded linear operator with ‖T ‖ < 1. Consider
T |Xj = Tj. Let ϕj(s) = sup‖x‖≤1 |Tjx(s)| so that ϕj is lower semicontinuous and
sups∈K ϕj < 1. More generally since ‖T ‖ < 1 we have

ϕ1(s) + · · · + ϕn(s) ≤ ‖T ‖, s ∈ K.

Let Ej be the subspace of C(K) of all functions f satisfying an estimate

|f(s)| ≤Mϕj(s) s ∈ K

under the norm

‖f‖Ej = sup
ϕj(s)>0

|f(s)|ϕj(s)−1.

Then Ej is an abstract M-space (cf. [29] pp. 15-18). If we consider the smallest
closed sublattice Ẽj of Ej containing Tj(Xj) then Ẽj is a separable M-space and
hence an isometric quotient of C[0, 1] by the result of [15] cited above. Clearly
‖Tj‖Xj→ eEj

≤ 1 and so by Theorem 10.7 we have an extension Sj : Z1 → Ẽj ⊂ C(K)
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with ‖Sj‖Z1→ eEj
< ‖T ‖−1. Now let

Rj =
1

2n−1

∑
θ∈Dn
θj=1

SjVj .

Then ‖Rj‖Z1→ eEj
< ‖T ‖−1, Rj |Xj = Tj and Rj |Xi = 0 for i 	= j.

Finally consider R =
∑n

j=1 Rj . Then R|X = T and if z ∈ Z1 with ‖z‖ ≤ 1 we
have

|Rz(s)| ≤
n∑

j=1

|Rjz(s)| ≤ ‖T ‖−1
n∑

j=1

ϕj(s) ≤ 1

so that ‖R‖Z1→C(K) ≤ 1.
Hence X has the separable universal C-AIEP. �

11. Necessary conditions for universal extension properties

In this last section, we will attempt to classify spaces with the universal Lipschitz
C-AIEP. Our conditions will suggest that spaces must be close to �1.

Proposition 11.1. Let X be a separable Banach space. The following are equiva-
lent:

(i) X has the separable universal linear c0-AIEP.
(ii) (X,Y ) satisfies Σ0(1) for every Banach space Y ⊃ X with dimY/X = 1.

(iii) X has the universal Lipschitz c0-AIEP.

Proposition 11.2. Let X be a separable Banach space. The following statements
are equivalent:

(i) X has the separable universal linear c-AIEP.
(ii) For every n ∈ N, (X,Y ) satisfies Σn(1) for every Banach space Y ⊃ X with

dim Y/X = n.

These statements simply reword Theorems 5.4 and 6.9 above. There is a corre-
sponding statement for Lipschitz extensions:

Proposition 11.3. Let X be a separable Banach space. The following statements
are equivalent:

(i) X has the universal Lipschitz C-AIEP.
(ii) (X,Y ) satisfies Σ1(1) for every Banach space Y ⊃ X with dimY/X = 1.

Proof. This follows from Proposition 2.1 and Theorem 4.2 of [19]. �

Notice that these propositions imply that the separable universal linear C-AIEP
(or c-AIEP) implies the universal Lipschitz C-AIEP.

If σ is a type on X it will be convenient to introduce the notation

μσ = inf
x∈X

σ(x).

We also introduce the parameter

δσ = inf{diam C : σ is supported on C}.
Note that

δσ ≤ 2μσ.
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Indeed if σ(x) = limn→∞ ‖x+ xn‖ for x ∈ X then for any fixed y

‖xn − xm‖ ≤ ‖y + xn‖ + ‖y + xm‖
which implies

lim sup
m,n→∞

‖xm − xn‖ ≤ 2σ(y).

Proposition 11.4. Let X be a separable Banach space. Then X has the separable
universal linear c0-AIEP if and only if for every type σ on X, δσ = 2μσ.

Proof. Assume δσ = 2μσ for every type σ onX . SupposeX ⊂ Y where dimY/X =
1 and σ is a type on Y supported on X . Let

σ(y) = lim
n→∞ ‖y + xn‖ y ∈ Y.

Then
δσ|X ≤ c := lim sup

m,n→∞
‖xm − xn‖.

Now there exists u ∈ X with

σ(u) ≤ 1
2δσ|X + ε ≤ 1

2
c+ ε.

Now for any m,n ∈ N,

‖xm − xn‖ ≤ ‖y + xn‖ + ‖y + xm‖ y ∈ Y

so that
c ≤ 2σ(y) y ∈ Y.

Hence
σ(u) ≤ σ(y) + ε y ∈ Y

so that (X,Y ) satisfies Σ0(1)
Conversely suppose X has the separable universal linear c0-AIEP and suppose

σ is any type on X . Suppose λ > δσ. Then we can find a sequence (xn)∞n=1 with
‖xm − xn‖ ≤ λ for all m,n so that

σ(x) = lim
n→∞ ‖x+ xn‖ x ∈ X.

By Lemma 2.2 we can embed X into a space Y with dimY/X ≤ 1 containing a
point y so that ‖y − xj‖ ≤ 1

2λ. We can (by passing to a subsequence of (xn))
therefore extend σ to a type σ̃ on Y with σ̃(y) ≤ 1

2λ. Since (X,Y ) satisfies Σ0(1)
we have

μσ = μ
eσ ≤ 1

2λ.

Hence μσ ≤ 1
2δσ.

The converse inequality δσ ≤ 2μσ is trivial as observed above. �

Theorem 11.5. Let X be a closed subspace of L1(0, 1). The following conditions
on X are equivalent:

(i) X has the separable universal linear C-AIEP.
(ii) X has the separable universal linear c0-AIEP.
(iii) BX is compact for the topology of convergence in measure.
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Proof. (i) =⇒ (ii) was observed in [38].
(ii) =⇒ (iii). Let (fn)∞n=1 be a sequence in BX . We will prove that there

is a subsequence which converges in L1/2 to an element of BX . By passing to a
subsequence we assume that (fn)∞n=1 induces a type on L1

σ(f) = lim
n→∞ ‖f − fn‖ f ∈ L1,

and that limn→∞ σ(fn) = 2θ where 0 ≤ θ ≤ 1. By passing to a further subsequence
we can suppose that

‖fj − fk‖ ≥ 2θ − νn j, k > n

where νn ↓ 0.
For ε > 0 pick h ∈ X , using Proposition 11.4, so that

σ(h) < θ + ε.

Then there exists N so that

‖fn − h‖ < θ + ε, n ≥ N

and
‖fj − fk‖ > 2θ − ε j, k ≥ N.

For any n, let un = max(fn − h, 0) and vn = max(h− fn, 0). Then for k > j if
min(uj(t), uk(t)) > 0 we have

min(uj(t), uk(t)) = |fj(t) − h(t)| + |fk(t) − h(t)| − |fj(t) − fk(t)|.
Hence

min(uj , uk) ≤ |fj − h| + |fk − h| − |fj − fk|
and so

‖min(uj , uk)‖ ≤ ‖fj − h‖ + ‖fk − h‖ − ‖fj − fk‖ < 4ε j, k > N.

Since ‖max(uj , uk)‖ ≤ 2 this implies that

‖|uj|1/2|uk|1/2‖ ≤ ‖min(uj , uk)‖1/2‖max(uj, uk)‖1/2

≤ 2
√

2
√
ε

< 3
√
ε.

Let F be any finite subset of {N + 1, . . .} with |F| = r. Then∫ (∑
j∈F

|uj |1/2

)2

dt ≤ 2r + 3(r2 − r)
√
ε

and this implies that ∑
j∈F

∫
|uj|1/2dt ≤ r

(
2
r

+ 3
√
ε

)1/2

.

Since this is true for every such F we conclude that

lim sup
j→∞

∫
|uj |1/2dt ≤

√
3ε1/4.

We can make an exactly similar calculation with vj and we conclude that

lim sup
j→∞

∫
|vj |1/2dt ≤

√
3ε1/4.
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Now fj − h = uj − vj so that

lim sup
j→∞

∫
|fj − h|1/2 ≤ 2

√
3ε1/4

and so
lim sup
j,k→∞

∫
|fj − fk|1/2 ≤ 4

√
3ε1/4.

As this holds for all ε we have that (fn)∞n=1 converges in L1/2(0, 1) to some g ∈ BL1 .
To conclude the proof we need to show that g ∈ X . Since (fn)∞n=1 is now

convergent in measure, the type σ takes the form

σ(f) = ‖f − g‖ + σ(g) f ∈ L1.

Furthermore σ(g) = inff∈L1 σ(f) = inff∈X σ(f) = θ using the fact that (X,L1)
has the linear c0-AIEP and so satisfies condition Σ0(1) (then use Lemma 4.5). Now
there is a sequence (hn)∞n=1 in X with limn→∞ σ(hn) = θ and clearly

lim
n→∞ ‖hn − g‖ = 0

so that g ∈ X .
(iii) =⇒ (i). Corollary 10.4. �
The following result improves the result of Speegle [38] who showed that no

uniformly smooth space can have the separable universal linear c0-AIEP (actually
Speegle proved this but only stated the result for the separable universal linear
C-AIEP).

Theorem 11.6. Let X be a separable Banach space with the universal linear c0-EP.
Then no subspace of X is uniformly nonsquare.

Proof. We use a result of Milman [31] that there exists in every subspace E of X
a normalized sequence (xn)∞n=1 defining a symmetric type σ. Since σ is symmetric
σ(0) = μσ = 1 and so δσ = 2. It follows that

lim
m→∞σ(xm) = 2

and hence by symmetry

lim
m→∞ lim

n→∞ ‖xm + xn‖ = lim
m→∞ lim

n→∞ ‖xm − xn‖ = 2.

Thus E cannot be uniformly nonsquare. �
Let us recall that a Banach space X has the 1-strong Schur property if for every

bounded sequence (xn)∞n=1 with ‖xm − xn‖ ≥ 2 for all m,n and for every ε > 0
there is a subsequence (xn)n∈M such that∥∥∥∥∑

j∈M

αjxj

∥∥∥∥ ≥ (1 − ε)
∑
j∈M

|αj |

for every finitely nonzero sequence (αj)j∈M. This concept was introduced by John-
son and Odell [14] and studied by Rosenthal [35].

Let us say that X has the 1-positive Schur property if for every normalized
sequence (xn)∞n=1 and for every ε > 0 there is a subsequence (xn)n∈M such that∥∥∥∥∑

j∈M

αjxj

∥∥∥∥ ≥ (1 − ε)
∑
j∈M

αj
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for every finitely nonzero sequence (αj)j∈M with αj ≥ 0. It is clear that the 1-
positive Schur property implies the Schur property.

Theorem 11.7. Let X be a separable Banach space. The following conditions on
X are equivalent:

(i) X has the 1-positive Schur property.
(ii) For every normalized sequence (xn)∞n=1 we have supm,n ‖xm + xn‖ = 2.
(iii) For every normalized sequence (xn)∞n=1 and ε > 0, there exists x∗ ∈ X∗ with

‖x∗‖ = 1 and lim supn→∞ x∗(xn) > 1 − ε.
(iv) For every type σ supported on a subset C there exists x∗∗ in the weak∗-closure

of C with
σ(x) = ‖x− x∗∗‖ x ∈ X.

In particular if the equivalent hypotheses (i)–(iv) hold, X is stable.

Proof. (i) =⇒ (ii) is trivial.
(ii) =⇒ (iii). This is essentially a deep result of Odell and Schlumprecht

[33] (Theorem 2.1). Indeed if (ii) holds then every spreading model (sn)∞n=1 of a
normalized sequence satisfies ‖s1 + s2‖ = 2.

(iii) =⇒ (iv). If σ(x) = limn→∞ ‖x− xn‖ where xn ∈ C we may by passing to
a subsequence assume that for every x ∈ X and ε > 0 there exists x∗ ∈ X∗ with
‖x∗‖ = 1 and lim infn→∞ x∗(x − xn) ≥ (1 − ε)σ(x). Let x∗∗ be any weak∗-cluster
point of this sequence (xn)∞n=1. Then ‖x− x∗∗‖ = σ(x) for x ∈ X .

(iv) =⇒ (ii). Let (xn)∞n=1 be a normalized sequence; by passing to a subsequence
we can assume it induces a type σ(x) = limn→∞ ‖x − xn‖ = ‖x − x∗∗‖ for some
weak∗-cluster point of (xn)∞n=1. Then ‖x∗∗‖ = 1 and

lim inf
m→∞ lim

n→∞ ‖xm + xn‖ ≥ lim inf
m→∞ ‖xm + x∗∗‖ ≥ 2.

(iii) =⇒ (i). This is trivial.
Now suppose (i)–(iv) hold. We show first that X is stable. Indeed suppose

(xn)∞n=1 and (yn)∞n=1 are two bounded sequences so that the limits

lim
m→∞ lim

n→∞ ‖xm + yn‖, lim
n→∞ lim

m→∞ ‖xm + yn‖
exist and are unequal. We can also suppose that the types

ϕ(x) = lim
m→∞ lim

n→∞ ‖x+ xm + yn‖
and

ϕ′(x) = lim
n→∞ lim

m→∞ ‖x+ xm + yn‖
are well-defined.

If x ∈ X and ε > 0 we can find sequences nk,mk → ∞ so that

ϕ(x) = lim
k→∞

‖x+ xmk
+ ynk

‖
and there is x∗ ∈ X∗ with ‖x∗‖ = 1 so that

lim inf
k→∞

x∗(x+ xmk
+ ynk

) ≥ ϕ(x) − ε.

Let U be a nonprincipal ultrafilter on N. Then if x∗∗ = limk∈U xmk
and y∗∗ =

limk∈U ynk
(weak∗-limits in X∗∗), we have

‖x+ x∗∗ + y∗∗‖ ≥ ϕ(x) − ε.
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On the other hand

ϕ′(x) ≥ lim
m∈U

‖x+ xm + y∗∗‖ ≥ ‖x+ x∗∗ + y∗∗‖.
Thus

ϕ(x) ≤ ϕ′(x) + ε.

Letting ε → 0 and reversing the roles of ϕ,ϕ′ gives the conclusion that ϕ = ϕ′

and so X is stable. �

Let us define the inf-convolution of two nonnegative convex functions φ, ψ on a
Banach space by

φ�ψ(x) = inf
y∈X

(φ(x − y) + ψ(y)).

Let us note for future reference that if σ is any type on X ,

(11.1) σ�σ(x) = 2σ(x/2).

To see this observe that if x, y ∈ X

σ(x − y) + σ(y) ≥ 2σ(x/2)

by the convexity of σ. We recall that if X is stable then we can define the standard
convolution of two type σ, τ by

σ ∗ τ(x) = lim
m∈U

lim
n∈V

‖x− um − vn‖
where

σ(x) = lim
m∈U

‖x− um‖, τ(x) = lim
n∈V

‖x− vn‖.
This convolution is unambiguous and σ ∗ τ = τ ∗ σ. Observe that

(11.2) σ ∗ τ ≤ σ�τ.
Indeed suppose y ∈ X . Then

σ(x− y) + τ(y) = lim
m∈U

lim
n∈V

(‖x− y − um‖ + ‖y − vn‖) ≥ σ ∗ τ(x).

Let us note the following simple proposition:

Proposition 11.8. Let X be a separable Banach space. Then X has the 1-positive
Schur property if and only if X is stable and for every type σ we have

σ ∗ σ(x) = 2σ(x/2) = σ�σ(x) x ∈ X.

Proof. If X has the 1-positive Schur property then X is stable. If (xn)n∈N is any
sequence and U is a nonprincipal ultrafilter defining a type σ(x) = limn∈U ‖x+xn‖
then

σ ∗ σ(x) = lim
m∈U

lim
n∈U

‖(1
2x+ xm) + (1

2x+ xn)‖ = 2σ(x/2).

The converse is similar. �

Theorem 11.9. Let X be a separable Banach space. Then the following conditions
on X are equivalent:

(i) X has the universal Lipschitz C-AIEP.
(ii) The following three conditions hold:

(a) X has the 1-positive Schur property (and hence is stable).
(b) For any type σ, we have δσ = 2μσ.
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(c) For any pair of types σ, τ we have

(11.3) σ�τ(x) = max(σ ∗ τ(x), μσ + μτ ) x ∈ X.

Proof. (ii) =⇒ (i). Let Y be any Banach space containing X . We show that
(X,Y ) satisfies condition Σ1(1). Suppose y ∈ Y \X . By Lemma 4.5 we need only
show that if σ and τ are two types on [X, y], supported on X , then we have

σ|X�τ |X(0) = σ�τ(0).

(apply the criterion of Lemma 4.5 to σ and τ̃ (x) = τ(−x).
It is clear from (b) that (X,Y ) satisfies condition Σ0(1) so that μσ = μσ|X and

μτ = μτ |X . Thus applying (c), (11.3), we have (since (σ ∗ τ)|X = σ|X ∗ τ |X)

σ|X�τ |X(0) = max(σ ∗ τ(0), μσ + μτ ) ≤ σ�τ(0).

This implies (i).
(i) =⇒ (ii). X certainly must have the universal linear c0-AIEP by Proposi-

tion 11.1; this implies that for any type σ we have δσ = 2μσ (Proposition 11.4).
We next make the following claim:

Claim. If (un)∞n=1 and (vn)∞n=1 are two bounded sequences such that the types
σ(x) = limn→∞ ‖x− un‖, τ(x) = limn→∞ ‖y − vn‖ and ϕ(x) = limn→∞ σ(x − vn)
are well-defined then

(11.4) σ�τ(x) = max(ϕ(x), μσ + μτ ) x ∈ X.

Let us suppose by way of contradiction that there exists w ∈ X with

λ := max(ϕ(w), μσ + μτ ) < σ�τ(w).

We will choose
ν = 1

3 (σ�τ(w) − λ).

By passing to subsequences, since δσ = 2μσ, we can suppose that

(11.5) ‖um − un‖ < 2μσ + ν, ‖vm − vn‖ < 2μτ + ν m, n ∈ N.

We may further suppose (by passing to subsequences) that

(11.6) ‖w − um − vn‖ < ϕ(w) + ν ≤ λ+ ν m, n ∈ N.

We may now choose θ1, θ2 ≥ 0 so that

2μσ + ν ≤ 2θ1
2μτ + ν ≤ 2θ2
λ+ ν = θ1 + θ2.

This is permissible since
μσ + μτ + ν ≤ λ+ ν.

It follows from (11.5), (11.6) and Lemma 2.2 above that we can find a Banach
space Y containing X with dim Y/X ≤ 1 and y ∈ Y such that

‖y + w − un‖ ≤ θ1, ‖y + vn‖ ≤ θ2 n ∈ N.

Now (X,Y ) satisfies Σ1(1). It follows that there exists a point x ∈ X with

‖x+ w − um‖ + ‖x+ vn‖ < θ1 + θ2 + ν
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for infinitely many n so that

σ(x + w) + τ(−x) ≤ θ1 + θ2 + ν

i.e.,
σ�τ(w) ≤ θ1 + θ2 + 2ν < σ�τ(w).

This contradiction establishes (11.4) and the claim.
Now suppose (un)∞n=1 is any normalized sequence in X . Passing to a subsequence

we can suppose that for any finite sequence of nonzero reals (α1, . . . , αn) and any
x ∈ X the limit

σα1,...,αn(x) := lim
i1→∞

i1<i2<···<in

‖x+ α1ui1 + · · · + αnuin‖ exists.

Then σ1,−1,1,−1 ≤ σ1,1�σ−1,−1 so that

σ1,−1,1,−1(0) ≤ 2σ1,1(0).

Similarly
σ1,−1,−1,1(0) ≤ 2σ1,1(0).

However
δσ1,−1 ≤ σ1,−1,−1,1(0)

so that
μσ1,−1 ≤ σ1,1(0).

Now
2σ1,−1(0) = σ1,−1�σ1,−1(0) = max(2μσ1,−1 , σ1,−1,1−1(0))

by (11.4). Hence
σ1,−1(0) ≤ σ1,1(0).

Now

2 = 2σ1(0)

= σ1�σ1(0)

= max(2μσ1 , σ1,1(0))

= max(δσ1 , σ1,1(0))

≤ max(σ1,−1(0), σ1,1(0))

≤ σ1,1(0).

Hence
lim

m,n→∞ ‖um + un‖ = 2

and X has the 1-positive Schur property by Theorem 11.7. In particular X is stable
and we may rewrite (11.4) as (11.3). �

Note that in (11.3) the term μσ + μτ cannot in general be eliminated. Indeed
consider the space �1 ⊕∞ �1 which has the Lipschitz C-AIEP by Theorem 10.8. We
now invoke a hypothesis which eliminates this type of example.

We recall [13] that if X is a Banach space we define its modulus of asymtotic
convexity by

δX(t) = inf
‖x‖=1

sup
dim X/Y <∞

inf
y∈Y
‖y‖=t

(‖x+ ty‖ − 1) .

X is called asymptotically uniformly convex if δX(t) > 0 whenever t > 0.
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Lemma 11.10. Suppose X is a separable asymptotically uniformly convex Ba-
nach space with the universal Lipschitz C-AIEP. Then for any type σ the set
Kσ = {x : σ(x) = μσ} is nonempty and compact and if limn→∞ σ(yn) = μσ

then limn→∞ d(yn,Kσ) = 0.

Proof. It suffices to consider the case when μσ > 0. It suffices to show that if
(yn)∞n=1 is any sequence such that limn→∞ σ(yn) = 0 then infm 
=n ‖ym − yn‖ = 0.
Indeed let us suppose that ‖ym−yn‖ ≥ ν > 0 if m 	= n. Let σ(x) = limn→∞ ‖x−xn‖
for some sequence (xn)∞n=1. Since the family {xm − xn : m 	= n} is bounded above
and below there exists ε > 0 and a finite co-dimensional subspace Z(m,n) for each
m 	= n so that if z ∈ Z(m,n) and ‖z‖ ≥ ν/2,

‖xm − xn + z‖ ≥ ‖xm − xn‖ + 3ε.

Fix a nonprincipal ultrafilter U . Then

lim
r∈U

lim
s∈U

d(yr − ys, Z(m,n)) = 0

and so
lim
r∈U

lim
s∈U

‖xm − xn + yr − ys‖ ≥ ‖xm − xn‖ + 3ε, m 	= n.

This implies that

lim
m∈U

lim
n∈U

lim
r∈U

lim
s∈U

‖xm − xn + yr − ys‖ ≥ δσ + 2ε.

Since δσ = 2μσ we deduce that

lim
n∈U

lim
r∈U

‖yr − xn‖ ≥ μσ + ε

and since X is stable we have

lim
r∈U

σ(yr) ≥ μσ + ε

which is a contradiction. �
Theorem 11.11. Let X be a separable Banach space which is asymptotically uni-
formly convex. Then the following are equivalent:

(i) X has the universal Lipschitz C-AIEP.
(ii) For any pair of types σ and τ we have σ ∗ τ = σ�τ .
(iii) X has the separable universal linear c-AIEP.

Proof. (i) =⇒ (ii). Let us suppose that

σ ∗ τ(x) ≤ μσ + μτ .

Suppose y 	= 0. Then there exist −∞ < λ1 ≤ 0 ≤ λ2 <∞ so that

σ ∗ τ(x+ λjy) = μσ + τσ = σ�τ(x + λjy) j = 1, 2.

Thus for j = 1, 2 we can find sequences (un)∞n=1 and (vn)∞n=1 with uj,n + vj,n =
x + λjy and limn→∞ σ(un) + τ(vn) = μσ + μτ . By Lemma 11.10 we can find
uj ∈ Kσ, vj ∈ Kτ so that uj + vj = x + λjy. Since the sets Kσ and Kτ are both
convex this implies that x ∈ Kσ +Kτ . However Kσ +Kτ is also compact and thus
has no interior. This implies that σ ∗ τ is constant on Kσ + Kτ . Since σ ∗ τ is
continuous it follows that σ ∗ τ(x) = μσ +μτ on Kσ +Kτ . By (11.3) we obtain (ii).

(ii) =⇒ (iii). By induction we deduce that for any n types σ1, . . . , σn we have

σ1 ∗ σ2 ∗ · · · ∗ σn = σ1�σ2� · · ·�σn.



Extension of linear operators and Lipschitz maps 379

Now supposeX is embedded in a separable Banach space Y . We use Proposition 6.3
to show that (X,Y ) satisfies Γn(1) for all n. Indeed if σ1, . . . , σn are types on Y
supported on X , we have for x ∈ X

σ1|X�σ2|X� · · ·�σn|X(x) = σ1 ∗ σ2 ∗ · · · ∗ σn(x) ≤ σ1�σ2� · · ·�σn(x).

Finally we use Theorem 6.9.
(iii) =⇒ (i). This follows trivially from Corollary 6.8. �

We note here that we do not know if the universal Lipschitz C-AIEP is in general
equivalent to the separable universal linear C-AIEP even under the conditions of
Theorem 11.11.
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[28] Lindenstrauss, Joram; Pe�lczyński, Aleksander. Contributions to the theory of the classi-
cal Banach spaces. J. Funct. Anal. 8 (1971) 225–249. MR0291772 (45 #863), Zbl 0224.46041.

[29] Lindenstrauss, Joram; Tzafriri, Lior. Classical Banach spaces. II. Function spaces. Ergeb-
nisse der Mathematik und ihrer Grenzgebiete, 97. Springer-Verlag, Berlin, 1979. MR0540367
(81c:46001), Zbl 0403.46022.

[30] McWilliams, R. D. On projections of separable subspaces of (m) onto (c). Proc. Amer.
Math. Soc. 10 (1959) 872–876. MR0109296 (22 #182), Zbl 0095.09005.

[31] Mil’man, V. D. Geometric theory of Banach spaces. II. Geometry of the unit ball. (Russian)
Uspehi Mat. Nauk 26 (1971) 73–149. English translation: Russian Math. Surveys 26 (1971)
79–163. MR0420226 (54 #8240), Zbl 0229.46017, Zbl 0238.46012.

[32] Odell, E.; Schlumprecht, Th. Asymptotic properties of Banach spaces under renormings.
J. Amer. Math. Soc. 11 (1998) 175–188. MR1469118 (98h:46006), Zbl 0888.46006.

[33] Odell, E.; Schlumprecht, Th. A problem on spreading models. J. Funct. Anal. 153 (1998)
249–261. MR1614578 (99c:46006), Zbl 0909.46012.

[34] Plotkin, A. I. An algebra that is generated by translation operators, and Lp-norms. Func-
tional analysis, No. 6: Theory of operators in linear spaces (Russian), 112–121, Uljanovsk.
Gos. Ped. Inst., Ulyanovsk, 1976. MR0621703 (58 #29837).

[35] Rosenthal, H. P. Sous-espaces de L1, Cours de troisième cycle, Université Paris VI, 1979.
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