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Necessary density conditions for
d-approximate interpolation sequences in

the Bargmann-Fock space

Haodong Li andMishko Mitkovski†

Abstract. Inspired by Olevskii and Ulanovskii [12], we introduce the con-
cept of d-approximate interpolation in weighted Bargmann-Fock spaces as
a natural extension of the classical concept of interpolation. We then show
that d-approximate interpolation sets satisfy a density condition, similar to
the one that classical interpolation sets satisfy. More precisely, we show that
the upper Beurling density of any d-approximate interpolation set must be
bounded from above by 1∕(1 − d2).

Contents

1. Introduction 1580
2. Preliminaries 1583
3. Proof of Theorem 1.3 1586
4. Proof of Theorem 1.4 1590
5. Final remarks 1594
References 1595

1. Introduction
Let � ∶ ℂn → ℝ be a plurisubharmonic function such that for all z ∈ ℂn

i))̄� ≃ i))̄|z|2, (1)

in the sense of positive currents. Here, and throughout the paper, we use the
standard notation A ≲ B to denote that there exists a constant C > 0 such
that A ≤ CB, and A ≃ B which means that A ≲ B and B ≲ A. The implied
constants may change from line to line.
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The weighted Bargmann-Fock space ℱ�(ℂn) is the space of all entire func-
tions f ∶ ℂn → ℂ satisfying the integrability condition

‖f‖2� ∶= ∫
ℂn

|||f(z)|||
2 e−2�(z)dm(z) <∞,

where dm denotes the Lebesgue measure on ℂn ≃ ℝ2n. Equipped with the
norm ‖⋅‖�, the weighted Bargmann-Fock spaceℱ�(ℂn) is a reproducing kernel
Hilbert space (RKHS) (for more information about this space see e.g. [15]). We
will denote its reproducing kernel at � ∈ ℂn by K�

� (z), and its normalized re-
producing kernel K�

� (z)∕‖K
�
� ‖� by k�� (z). The classical Bargmann-Fock space

ℱ(ℂn) is an important special case obtained when �(z) = �
2
|z|2. We denote its

norm simply by ‖⋅‖, i.e.,

‖f‖2 ∶= ∫
ℂn

|||f(z)|||
2 e−�|z|2dm(z).

In this case, explicit formulas for the reproducing kernels are known: K�(z) =
e�⟨z,�⟩, k�(z) = e�⟨z,�⟩−

�
2
|�|2 (see e.g. [20]).

A countable set Λ = {�} ⊆ ℂn is said to be an interpolation set for ℱ�(ℂn),
if for every square summable sequence of complex numbers (c�) ∈ l2(Λ) there
exists f ∈ ℱ�(ℂn) such that ⟨f, k�� ⟩� = c� for all � ∈ Λ. The following equiva-
lent de�nition of interpolation sets is most relevant for our purposes. Namely,
Λ is an interpolation set if and only if the following two conditions hold [19]:
(i) for every � ∈ Λ there exists f� ∈ ℱ�(ℂn) such that

⟨
f�, k

�
�
⟩
�
= ��� for

all � ∈ Λ, and (ii) {f�}�∈Λ is a Bessel sequence for ℱ�(ℂn), i.e., there exists a
constant C > 0 such that

∑

�∈Λ
| ⟨f, f�⟩� |2 ≤ C ‖f‖2� ,

for every f ∈ ℱ�(ℂn). Here, and throughout the paper, we use the standard
notation ��� = 1 for � = � and 0 otherwise.

If the interpolation can be guaranteed only for the standard basis {��}�∈Λ of
l2(Λ), with norm control of the approximants, then we say that Λ is a weak
interpolation set. More precisely, Λ = {�} ⊆ ℂn is a weak interpolation set for
ℱ�(ℂn), if the following two conditions hold: (i) for every � ∈ Λ there exists
f� ∈ ℱ�(ℂn) such that

⟨
f�, k

�
�
⟩
�
= ��� for all � ∈ Λ, (ii) sup�∈Λ ‖f�‖� <

∞. Note that, Λ is a weak interpolation set if and only if the corresponding
sequence of normalized reproducing kernels {k�� }�∈Λ is uniformly minimal in
ℱ�(ℂn).

It is easy to see that every interpolation set is a weak interpolation set. It was
shown by Seip and Schuster [14] that in the one-dimensional case the converse
is also true, i.e., these two classes of sets coincide. As far as we know, it is not
known whether these classes of sets coincide in the higher dimensional case.
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Another important result of Seip and Wallstén [16], [18] shows that in the
classical one-dimensional case interpolation sets can be completely character-
ized in terms of the upper Beurling density D+(Λ) of Λ de�ned by,

D+(Λ) ∶= lim sup
r→∞

sup
a∈ℂ

#{Λ ∩ B(a, r)}
m(B(a, r))

,

where B(a, r) denotes an Euclidean ball centered at a with radius r. Namely, Λ
is an interpolation set (or equivalently weak interpolation set) for ℱ(ℂ) if and
only if Λ is uniformly discrete, and D+(Λ) < 1.

It was proved by Berndtsson, Ortega-Cerdá and Seip in [1], [13] that in the
weighted one-dimensional case, just as in the classical case, interpolation sets
can be completely characterized by an appropriately de�ned weighted upper
Beurling density

D+
� (Λ) ∶= lim sup

r→∞
sup
a∈ℂ

#{Λ ∩ B(a, r)}
m�(B(a, r))

,

where dm�(z) = ‖K�
z ‖2�e

−2�(z)dm(z). These results have been extended in di-
mension one for an even more general class of weights [8], and the necessity
of this density condition was also proved in higher dimensions [7], [3]. The
corresponding necessary density condition for weak interpolation sets in the
weighted case was proved very recently in [10].

Analogous density results for interpolation and weak interpolation sets have
been proved in the Paley-Wiener space [5], [4], [11], in the Bergman space [17],
and in de Branges space [9].

The goal of this paper is to provide a similar type necessary density condition
for an even larger class of “interpolation sets”. This type of sets (to be de�ned
momentarily)were relatively recently introduced byOlevskii andUlanovskii [12]
in the Paley-Wiener setting, where it was shown that all such sets must satisfy a
Beurling density condition similar to the one for usual interpolation sets. Our
result can be viewed as a Bargmann-Fock space counterpart of their result.

We nowprecisely de�ne the abovementioned larger classes of “interpolation
sets”.

De�nition 1.1. For a given 0 ≤ d < 1we will say that a countable setΛ = {�} ⊆
ℂn is d-approximate interpolation set for ℱ�(ℂn) if the following two conditions
hold:

(i) For every � ∈ Λ there exists ℎ� ∈ ℱ�(ℂn) such that

∑

�∈Λ

|||||||

⟨
ℎ�, k

�
�
⟩
�
− ���

|||||||

2
≤ d2,

i.e., the l2(Λ) distance between the sequences (
⟨
ℎ�, k

�
�
⟩
�
) and (���) is no

greater than d.
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(ii) {ℎ�}�∈Λ from (i) is a Bessel sequence inℱ�(ℂn), i.e., there exists a constant
C > 0 such that

∑

�∈Λ
| ⟨f, ℎ�⟩� |2 ≤ C ‖f‖2� ,

for any f ∈ ℱ�(ℂn).
Note that 0-approximate interpolation sets coincide with interpolation sets

in ℱ�(ℂn).
De�nition 1.2. For a given 0 ≤ d < 1 we will say that a countable set Λ =
{�} ⊆ ℂn is d-approximate weak interpolation set forℱ�(ℂn) if the following two
conditions hold:

(i) For every � ∈ Λ there exists f� ∈ ℱ�(ℂn) such that

∑

�∈Λ

|||||||

⟨
f�, k

�
�
⟩
�
− ���

|||||||

2
≤ d2,

i.e., the l2(Λ) distance between the sequences (
⟨
f�, k

�
�
⟩
�
) and (���) is no

greater than d.
(ii) sup�∈Λ ‖f�‖� <∞.

Again, 0-approximate weak interpolation sets coincide with weak interpola-
tion sets in ℱ�(ℂn). Note that the two classes of approximately interpolating
sets di�er only in the second condition. As the terminology suggests every d-
approximate interpolation set is a d-approximate weak interpolation set. We
don’t know if the converse is true even in the classical one-dimensional setting.

Our �rst result is the following, which gives a necessary upper density condi-
tion on d-approximate weak interpolation sets in the classical Bargmann-Fock
space ℱ(ℂn).
Theorem 1.3. Let 0 ≤ d < 1. Suppose Λ ⊆ ℂn is a uniformly discrete set that is
a d-approximate weak interpolation set forℱ(ℂn). Then

D+(Λ) ≤ 1
1 − d2 .

This result can be easily extended to all classical weights of the form �(z) =
�
2
|z|2 + n

2
log �

�
, � > 0. In the general weighted case, we can only prove the

corresponding result for d-approximate interpolation sets.

Theorem 1.4. Let 0 ≤ d < 1. Suppose Λ ⊆ ℂn is a uniformly discrete set that is
a d-approximate interpolation set forℱ�(ℂn). Then

D+
� (Λ) ≤

1
1 − d2 .

2. Preliminaries
In this section, we collect some preliminary results that will play an impor-

tant role in the proofs of our main results.
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2.1. Reproducing kernels. In the classical case, due to the explicit formulas
for the reproducing kernel, it is easy to see that ‖Kz‖ = e

�
2
|z|2 for all z ∈ ℂn,

and | ⟨kz, kw⟩ | = e−
�
2
|z−w|2 for all z, w ∈ ℂn, i.e., each normalized reproducing

kernel kz ∈ ℱ(ℂn) is sharply concentrated around its indexing point z ∈ ℂn. In
the weighted case, we still have the following similar estimates proved in [15]
and [2] respectively: ‖‖‖‖‖K

�
z
‖‖‖‖‖� ≃ e�(z), (2)

|||||||

⟨
k�z , k

�
w
⟩
�

|||||||
≤ Ce−c|z−w|, (3)

for every z, w ∈ ℂn, and some constantswhich only depend on the implied con-
stants in (1). These estimates will be of crucial importance in all our proofs. As
a simple consequence of (2)wehavedm� ≃ dm, and thereforeD+(Λ) ≃ D+

� (Λ).
Also, since the Lebesguemeasurem satis�es the annular decay property so does
the measurem�, i.e., for any � > 0,

lim sup
r→∞

sup
a∈ℂn

m�(B(a, r + �))
m�(B(a, r))

= 1.

2.2. Uniform discreteness and its consequences. Recall that a set Λ ⊆ ℂn

is said to be uniformly discrete if � ∶= inf {|� − �| ∶ � ≠ � ∈ Λ} > 0. The
constant � > 0 is called the separation constant ofΛ. Wewill need the following
two, well-known, simple properties of uniformly discrete sets. First, as simple
counting argument shows, for any Euclidean ball B(a, r) ⊆ ℂn with radius r >
1wehave#{Λ∩B(a, r)} ≤ (1+2∕�)2nr2n,where � > 0 is the separation constant
of Λ. In particular, #{Λ ∩ B(a, r)} is �nite, and the upper Beurling density of
Λ satis�es D+

� (Λ) ≃ D+(Λ) ≤ n!
�n
(1 + 2

�
)2n < ∞. Our main goal is to show

that under additional interpolation assumptions onΛ this trivial density upper
bound can be signi�cantly improved (especially when � > 0 is very small).

The second consequence of the uniformdiscreteness ofΛ, thatwill be used in
our proofs, is that any uniformly discreteΛ ⊆ ℂn generates a Bessel sequence of
normalized reproducing kernels {k�� }�∈Λ inℱ�(ℂn), i.e., there exists a constant
C� > 0 such that ∑

�∈Λ
|⟨f, k�� ⟩�|

2 ≤ C� ‖f‖
2
� ,

for all f ∈ ℱ�(ℂn) (see [6], Proposition 3.2.5). This is a simple consequence of
the mean value inequality.

2.3. Concentrationoperators. The following class of operators, usually called
concentration operators (or sometimes Toeplitz operators), will play an impor-
tant role in our proofs. For any Borel set B ⊆ ℂn with �nite Lebesgue measure,
de�ne a concentration operator TB ∶ ℱ�(ℂn)→ ℱ�(ℂn) by

TBf = ∫
B

⟨
f, k�z

⟩
�
k�zdm�(z),



DENSITY CONDITIONS FOR d-APPROXIMATE INTERPOLATION 1585

where the right-hand side is de�ned in the weak sense, i.e., as the unique ele-
ment in ℱ�(ℂn) such that

⟨TBf, g⟩� = ∫
B

⟨
f, k�z

⟩
�

⟨
k�z , g

⟩
�
dm�(z),

for all g ∈ ℱ�(ℂn).
The following well-known result contains all the basic properties of concen-

tration operators that we will need. For proof see Corollary 2.3.7 in [6].

Proposition 2.1. For any Borel set B ⊆ ℂn with �nite Lebesguemeasure, the cor-
responding concentration operator TB ∶ ℱ�(ℂn)→ ℱ�(ℂn) is a positive compact
self-adjoint operator of trace class. Moreover, its trace and Hilbert-Schmidt norm
satisfy the following identities:

‖TB‖Tr = Tr(TB) = m�(B) = ∫
ℂn
∫
B

|||||||

⟨
k�z , k

�
w
⟩
�

|||||||

2
dm�(z)dm�(w) (4)

‖TB‖2HS = ∫
B
∫
B

|||||||

⟨
k�z , k

�
w
⟩
�

|||||||

2
dm�(z)dm�(w). (5)

2.4. Two lemmas. To prove our Theorem 1.3, we will adopt the proof strat-
egy of Olevskii and Ulanovskii [12]. The argument has two crucial ingredients.
The �rst one (essentially going back to Landau [5]) says that any subspace of
ℱ�(ℂn) consisting entirely of elements that are concentrated on a �nite mea-
sure set cannot have arbitrarily large dimension. The precise formulation of
this statement is as follows. Given a number 0 < c < 1, we say that a subspace
G of the weighted Bargmann-Fock space ℱ�(ℂn) is c-concentrated on the set
B ⊆ ℂn, if

c ‖f‖2� ≤ ∫
B

|||||||

⟨
f, k�z

⟩
�

|||||||

2
dm�(z) = ⟨TBf, f⟩� ,

for every f ∈ G, where TB is the concentration operator.

Lemma 2.2. Suppose B ⊆ ℂn is a Borel set in ℂn with �nite Lebesgue measure
and 0 < c < 1. If G is a subspace of the weighted Bargmann-Fock space ℱ�(ℂn)
which is c-concentrated on B, then

dimG ≤
m�(B)
c .

Proof. Let TB be the concentration operator over B. By Proposition 2.1, TB is
a positive compact self-adjoint operator, so we can denote all its eigenvalues in
the decreasing order by l1 ≥ ⋯ ≥ lk ≥ ⋯, where entries are repeated with
multiplicity. Let G′ be an arbitrary �nite-dimensional subspace of G and k =
dimG′. By the min-max principle,

lk = max
dimℋ=k

min
f∈ℋ,‖f‖�=1

⟨TBf, f⟩� ≥ min
f∈G′,‖f‖�=1

⟨TBf, f⟩� ≥ c.
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Then using Tr(TB)∕k ≥ lk ≥ c and (4), we obtain

dimG′ ≤
m�(B)
c .

Since G′ was an arbitrary �nite-dimensional subspace of G, we obtain that G is
�nite-dimensional and the same estimate holds for G. �

The following lemma is the second important ingredient in our proofs. It
allows us to generate a subspace of fairly high-dimensionwhich is concentrated
so that we can apply Lemma 2.2. This second result is a �nite-dimensional
result which can be applied in our proofs only when we restrict the set Λ to a
ball.

Lemma 2.3 ([12], Lemma 2). Let {uj}1≤j≤N be an orthonormal basis in an N-
dimensional complexEuclidean spaceU. Given 0 < d < 1, suppose that {vj}1≤j≤N
is a set of vectors inU satisfying

‖vj − uj‖2 ≤ d2, 1 ≤ j ≤ N.

Then for any b with 1 < b < 1∕d, there is a subspace X of ℂN , such that
(i) (1 − b2d2)N − 1 < dimX;
(ii) the estimate

(1 − 1
b )

2
N∑

j=1
|cj|2 ≤ ‖

N∑

j=1
cjvj‖2,

holds for any vector c = (c1, c2, ..., cN) ∈ X.

3. Proof of Theorem 1.3
We now prove Theorem 1.3. Throughout this proof, we will use the follow-

ing notation. For � > 0 we will denote by ℱ�(ℂn) the weighted Bargmann-
Fock space associated with �(z) = �

2
|z|2 + n

2
log �

�
. We will also denote by

‖⋅‖� , K
�
z , and k�z the norm, the reproducing kernel, and the normalized repro-

ducing kernel (at z) of this space. Then ‖K�
z ‖� = e

�
2
|z|2 . Finally, we denote

by m� the measure corresponding to m� for this particular choice of �, i.e.,
dm� =

�n

�n
dm. Recall that in the classical case � = �, by convention, we drop

the sub(super)scripts in the above notation.
Notice if we could prove Theorem 1.3 for 0 < d < 1, trivially, the theorem

will hold for d = 0.

Proof. By Λ = {�} ⊆ ℂn is a d-approximate weak interpolation set for ℱ(ℂn),
there exists a bounded sequence {f�}�∈Λ such that

∑

�∈Λ

|||⟨f�, k�⟩ − ���|||
2 ≤ d2, ∀� ∈ Λ.
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Let " > 0. For any � ∈ Λ de�ne g�(z) ∶= f�(z)k"�(z). Clearly, g� ∶ ℂ
n → ℂ is

entire as a product of two entire functions. Also, since |k"�(z)|
2 ≤ e"|z|2 for all

z, � ∈ ℂn, we have

∫
ℂn

|g�(z)|2e−(�+")|z|
2dm(z) ≤ ∫

ℂn
|f�(z)|2e−�|z|

2dm(z) <∞.

Therefore, g� ∈ ℱ�+"(ℂn) for all � ∈ Λ. Moreover,
∑

�∈Λ

|||||
⟨
g�, k�+"�

⟩
�+" − ���

|||||
2
=

∑

�∈Λ

||||||
⟨
g�, K�+"

�
⟩
�+"

‖‖‖‖K
�+"
�

‖‖‖‖
−1
�+" − ���

||||||
2

=
∑

�∈Λ

||||||⟨f�, K�⟩
⟨
k"�, K

"
�
⟩
"
‖‖‖‖K

�+"
�

‖‖‖‖
−1
�+" − ���

||||||
2

=
∑

�∈Λ

|||||⟨f�, k�⟩
⟨
k"�, k

"
�
⟩
" − ���

|||||
2

≤
∑

�∈Λ

|||⟨f�, k�⟩ − ���|||
2 ≤ d2,

for any � ∈ Λ. Note that in this simple computation we used that ‖‖‖‖K
�+"
�

‖‖‖‖�+" =
‖K�‖ ‖K"

�‖". The analog of this identity doesn’t hold for more general weights
which forces us to use a somewhat di�erent strategy in the proof of Theorem1.4.

Let B(a, r) be an arbitrary open ball in ℂn. Since Λ is uniformly discrete,
Λ ∩ B(a, r) is �nite set. Suppose Λ ∩ B(a, r) is not an empty set and let Λ ∩
B(a, r) = {�1, �2, ..., �N}. Consider the following vectors in ℂN

vj ∶= (
⟨
g�j , k

�+"
�1

⟩
�+"

, ...,
⟨
g�j , k

�+"
�N

⟩
�+"

), 1 ≤ j ≤ N,

and the standard basis uj ∶= (��j�1 , ..., ��j�N ), 1 ≤ j ≤ N.
By the above inequality we have

‖vj − uj‖2 ≤
∑

�∈Λ

||||||
⟨
g�j , k

�+"
�

⟩
�+"

− ��j�
||||||
2
≤ d2, 1 ≤ j ≤ N.

By Lemma 2.3, for any 1 < b < 1∕d, there exists a subspace X of ℂN , such that
(i)

(1 − b2d2)N − 1 < dimX; (6)
(ii) the inequality

(1 − 1
b )

2
N∑

j=1
|cj|2 ≤ ‖

N∑

j=1
cjvj‖2, (7)

holds for any vector c = (c1, ..., cN) ∈ X.
Let G ∶= {∑N

j=1 cjg�j |c = (c1, ..., cN) ∈ X} ⊆ ℱ�+". Since

‖
N∑

j=1
cjvj‖2 ≥ (1 − 1

b )
2
N∑

j=1
|cj|2,
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holds for any vector c = (c1, ..., cN) ∈ X, we have

dimX ≤ dimG. (8)

Let g = ∑N
j=1 cjg�j ∈ G for some (c1, ..., cN) ∈ X. Using that {k�+"� }�∈Λ is a

Bessel sequence (due to the uniform discreteness of Λ) and (7), we have

‖g‖2�+" ≥ C
∑

�∈Λ

|||||
⟨
g, k�+"�

⟩
�+"

|||||
2
≥ C

N∑

i=1

|||||||||||

⟨ N∑

j=1
cjg�j , k

�+"
�i

⟩

�+"

|||||||||||

2

=C‖
N∑

j=1
cjvj‖2 ≥ C(1 − 1∕b)2

N∑

j=1
|cj|2 = C1

N∑

j=1
|cj|2, (9)

for any g ∈ G, where C only depends on " and the separation constant � of Λ.
Therefore, C1 ∶= C(1 − 1∕b)2 is independent of a and r as well (this will be
used below).

Fix a small � > 0. A simple application of the Cauchy-Schwarz inequality
and the already mentioned identity ‖‖‖‖K

�+"
z

‖‖‖‖�+" = ‖Kz‖ ‖K"
z‖" yields

∫
B(a,r+�r)c

|||g(z)|||
2 e−(�+")|z|

2−nlog( �
�+"

)dm(z)

= ∫
B(a,r+�r)c

|||g(z)|||
2 e−(�+")|z|

2
dm�+"(z)

= ∫
B(a,r+�r)c

||||||||||

N∑

j=1
cjf�j (z)k

"
�j
(z)

||||||||||

2

e−(�+")|z|
2
dm�+"(z)

≤
N∑

j=1

||||cj
||||
2 ∫

B(a,r+�r)c

N∑

j=1

|||||||
⟨
f�j , kz

⟩ ⟨
k"�j , k

"
z

⟩

"

|||||||

2
dm�+"(z).

Wenowestimate the integral term from the line above. Applying sup�∈Λ ‖f�‖ <
∞ and doing a simple change of variables, we obtain

∫
B(a,r+�r)c

N∑

j=1

|||||||
⟨
f�j , kz

⟩ ⟨
k"�j , k

"
z

⟩

"

|||||||

2
dm�+"(z)

≤C
N∑

j=1
∫
B(�j ,�r)c

|||||||

⟨
k"�j , k

"
z

⟩

"

|||||||

2
dm�+"(z)

=CN ∫
B(0,�r)c

|||||
⟨
k"0, k

"
z
⟩
"
|||||
2
dm�+"(z).

Again, using the uniform discreteness of Λ in the form N = #{Λ ∩ B(a, r)} ≤
(1 + 2∕�)2nr2n, we obtain that the last expression is bounded by
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C(1 + 2
� )

2nr2n ∫
B(0,�r)c

e−"|z|
2
dm�+"(z) = C′r2n ∫

∞

�r
e−"t2t2n−1dt,

where C′ depends only on n and �, and not on a and r. Denote the last expres-
sion by C2 = C2(r). Observe that C2

unif.
⟶ 0 for any a ∈ ℂn as r →∞(to be used

in a moment). Using the last derivations, we obtain

∫
B(a,r+�r)c

|||g(z)|||
2 e−(�+")|z|

2−nlog( �
�+"

)dm(z) ≤ C2
N∑

j=1

||||cj
||||
2 , (10)

for every g ∈ G.
Let TB(a,r+�r) be the concentration operator over the ball B(a, r + �r). Com-

bining (9) and (10), we obtain

(1 − C2
C1
) ‖g‖2�+" ≤ ∫

B(a,r+�r)

|||g(z)|||
2 e−(�+")|z|

2−nlog( �
�+"

)dm(z)

= ∫
B(a,r+�r)

|||||
⟨
g, k�+"z

⟩
�+"

|||||
2
dm�+"(z) =

⟨
TB(a,r+�r)g, g

⟩
�+" ,

for every g ∈ G.
Let 0 < � < 1. Since C1 doesn’t depend on a and r, and C2

unif.
⟶ 0 for any

a ∈ ℂn as r → ∞. We clearly have C2∕C1
unif.
⟶ 0 for any a ∈ ℂn as r → ∞.

So there exists R > 0 such that (1 − �) ‖g‖2�+" ≤
⟨
TB(a,r+�r)g, g

⟩
�+" for every

g ∈ G whenever r > R. In other words, the subspace G is (1 − �)-concentrated
on B(a, r + �r) whenever r > R.

By Lemma 2.2, we obtain dimG ≤ m�+"(B(a, r+�r))∕(1−�). Combining (6)
and (8), we obtain

(1 − b2d2)#{Λ ∩ B(a, r)} − 1 <
m�+"(B(a, r + �r))

1 − � ,

for any a ∈ ℂn when r > R.
Notice the above inequality still holds when Λ ∩ B(a, r) is an empty set.

Therefore,

D+(Λ) = lim sup
r→∞

sup
a∈ℂn

#{Λ ∩ B(a, r)}
m(B(a, r))

≤ lim sup
r→∞

sup
a∈ℂn

m�+"(B(a, r + �r))
(1 − �)(1 − b2d2)m(B(a, r))

+ 1
(1 − b2d2)m(B(a, r))

= (� + ")n(1 + �)2n
�n(1 − �)(1 − b2d2)

.

Thus, since " > 0, � > 0, � > 0, b > 1 are arbitrary,

D+(Λ) ≤ 1
1 − d2 .
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�

4. Proof of Theorem 1.4
Let TB(a,r) ∶ ℱ�(ℂn) → ℱ�(ℂn) be the concentration operator over the ball

B(a, r) de�ned, as above, by

TB(a,r)f = ∫
B(a,r)

⟨
f, k�z

⟩
�
k�zdm�(z).

Again, we will denote all its eigenvalues in the decreasing order by

1 ≥ l1(TB(a,r)) ≥⋯ ≥ li(TB(a,r)) ≥⋯ ,

where entries are repeated with multiplicity.

Lemma 4.1. For any � > 0, there exists R > 0 such that

(1 − �)
∞∑

i=1
li(TB(a,r)) ≤

∞∑

i=1
li(TB(a,r))2,

for any a ∈ ℂn and all r > R.

Proof. Since
∑∞

i=1 li(TB(a,r)) = Tr(TB(a,r)) = m�(B(a, r)), it’s su�cient to show

lim sup
r→∞

sup
a∈ℂn

1
m�(B(a, r))

(
∞∑

i=1
li(TB(a,r)) −

∞∑

i=1
li(TB(a,r))2) = 0.

By Proposition 2.1 we have

∞∑

i=1
li(TB(a,r)) −

∞∑

i=1
li(TB(a,r))2 = ∫

B(a,r)
∫
B(a,r)c

|||||||

⟨
k�z , k

�
w
⟩
�

|||||||

2
dm�(w)dm�(z).

Then by (3)

∞∑

i=1
li(TB(a,r)) −

∞∑

i=1
li(TB(a,r))2 ≲ ∫

B(a,r)
∫
B(a,r)c

e−2c|z−w|dm�(w)dm�(z).

Let � > 0. We break the double integral above as follows

∫
B(a,r)

∫
B(a,r+�)c

+ ∫
B(a,r)

∫
B(a,r+�)⧵B(a,r)

,

and proceed to estimate each term separately. In both estimates, we will divide
by m�(B(a, r)) and use m�(B(a, r)) ≃ m(B(a, r)) with the implied constants
independent of a ∈ ℂn and r > 0.
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For the �rst term we have
1

m�(B(a, r))
∫
B(a,r)

∫
B(a,r+�)c

e−2c|z−w|dm�(w)dm�(z)

≲ 1
m�(B(a, r))

∫
B(a,r)

∫
B(z,�)c

e−2c|z−w|dm(w)dm(z)

= 1
m�(B(a, r))

∫
B(a,r)

∫
B(0,�)c

e−2c|w|dm(w)dm(z)

= m(B(a, r))
m�(B(a, r))

∫
∞

�
e−2ct ∫

)B(0,t)
dSdt ≃ ∫

∞

�
e−2ctt2n−1dt.

So for any " > 0, we can �nd a positive � such that

lim sup
r→∞

sup
a∈ℂn

1
m�(B(a, r))

∫
B(a,r)

∫
B(a,r+�)c

e−2c|z−w|dm�(w)dm�(z) < ". (11)

We now estimate the second term, using the positive � > 0 from above.
1

m�(B(a, r))
∫
B(a,r)

∫
B(a,r+�)⧵B(a,r)

e−2c|z−w|dm�(w)dm�(z)

≲ 1
m�(B(a, r))

∫
B(a,r+�)⧵B(a,r)

∫
ℂn
e−2c|z−w|dm(z)dm(w)

= 1
m�(B(a, r))

∫
B(a,r+�)⧵B(a,r)

∫
ℂn
e−2c|z|dm(z)dm(w)

≃m(B(a, r + �) ⧵ B(a, r))
m(B(a, r))

∫
∞

0
e−2ctt2n−1dt

≃m(B(a, r + �) ⧵ B(a, r))
m(B(a, r))

unif.
⟶ 0, (12)

for any a ∈ ℂn as r →∞ (by the annular decay property ofm).
Combining (11) and (12), we obtain

lim sup
r→∞

sup
a∈ℂn

1
m�(B(a, r))

(
∞∑

i=1
li(TB(a,r)) −

∞∑

i=1
li(TB(a,r))2) ≲ ".

Since " > 0 is arbitrary, we get the desired equality. �

Wenowproceedwith the proof of Theorem1.4. Again, we only need to prove
the theorem for 0 < d < 1.

Proof of Theorem 1.4. The beginning of the proof is very similar to the proof
of Theorem 1.3. Since Λ = {�} ⊆ ℂn is a d-approximate interpolation set for
ℱ�(ℂn), there exists a Bessel sequence {ℎ�}�∈Λ such that

∑

�∈Λ

|||||||

⟨
ℎ�, k

�
�
⟩
�
− ���

|||||||

2
≤ d2, ∀� ∈ Λ.
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LetB(a, r) be an arbitrary open ball inℂn. ByΛ is uniformly discrete,Λ∩B(a, r)
is �nite set. Suppose Λ ∩ B(a, r) is not an empty set and let Λ ∩ B(a, r) =
{�1, �2, ..., �N}. Consider the following vectors in ℂN ,

vj ∶= (
⟨
ℎ�j , k

�
�1

⟩
�
,⋯ ,

⟨
ℎ�j , k

�
�N

⟩
�
), 1 ≤ j ≤ N,

and the standard basis of ℂN , uj ∶= (��j�1 ,⋯ , ��j�N ), 1 ≤ j ≤ N.
Notice that

‖vj − uj‖2 ≤
∑

�∈Λ

|||||||

⟨
ℎ�j , k

�
�
⟩
�
− ��j�

|||||||

2
≤ d2, 1 ≤ j ≤ N.

By Lemma 2.3, for any 1 < b < 1∕d, there exists a subspace X of ℂN , such that
(i) (1 − b2d2)N − 1 < dimX;
(ii) the inequality

(1 − 1
b )

2
N∑

j=1
|cj|2 ≤ ‖

N∑

j=1
cjvj‖2, (13)

holds for any vector c = (c1, ..., cN) ∈ X.
Let G ∶= {∑N

j=1 cjℎ�j |c = (c1, ..., cN) ∈ X}. As in Theorem 1.3 we have

dimG ≥ dimX > (1 − b2d2)N − 1. (14)

Let g = ∑N
j=1 cjℎ�j ∈ G for some (c1, ..., cN) ∈ X. Using that {ℎ�}�∈Λ is a Bessel

sequence and (13), we get

N∑

i=1

|||||||

⟨
g, k��i

⟩
�

|||||||

2
=

N∑

i=1

||||||||||||

⟨ N∑

j=1
cjℎ�j , k

�
�i

⟩

�

||||||||||||

2

= ‖
N∑

j=1
cjvj‖2

≥(1 − 1
b )

2
N∑

j=1
|cj|2 ≥ (1 − 1

b )
2C‖

N∑

j=1
cjℎ�j‖

2
� = C1 ‖g‖

2
� , (15)

for any g ∈ G, where C1 ∶= (1 − 1∕b)2C is independent of a and r.
Let � be the separation constant ofΛ. Then B(�, �∕2)∩B(�, �∕2) = ∅ for any

� ≠ � ∈ Λ. It follows from the mean value inequality that

N∑

i=1

|||||||

⟨
g, k��i

⟩
�

|||||||

2
≤

N∑

i=1
C� ∫

B(�i ,
�
2
)

|||||||

⟨
g, k�z

⟩
�

|||||||

2
dm�(z)

≤ C� ∫
B(a,r+ �

2
)

|||||||

⟨
g, k�z

⟩
�

|||||||

2
dm�(z), (16)

for any g ∈ G, where C� is independent of a and r.
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LetTB(a,r+�∕2) be the concentration operator over the ballB(a, r+ �∕2). Com-
bining (15) and (16), we obtain

c ‖g‖2� ≤ ∫
B(a,r+ �

2
)

|||||||

⟨
g, k�z

⟩
�

|||||||

2
dm�(z) =

⟨
TB(a,r+ �

2
)g, g

⟩

�
, (17)

for any g ∈ G, where 0 < c ∶= C1∕C� < 1 is independent of a and r.
Denote all the eigenvalues of TB(a,r+�∕2) by {li(TB(a,r+�∕2))}∞i=1 indexed in de-

creasing order. Let k = dimG (k < ∞, see Lemma 2.2). By the min-max prin-
ciple and (17),

lk(TB(a,r+ �
2
)) = max

dimℋ=k
min

g∈ℋ,‖g‖�=1

⟨
TB(a,r+ �

2
)g, g

⟩

�

≥ min
g∈G,‖g‖�=1

⟨
TB(a,r+ �

2
)g, g

⟩

�
≥ c.

For any 0 < " < 1 − c, we have

dimG = k ≤ #{i ∶ li(TB(a,r+ �
2
) ≥ c}

= #{i ∶ li(TB(a,r+ �
2
)) > 1 − "} + #{i ∶ c ≤ li(TB(a,r+ �

2
)) ≤ 1 − "}

≤
∑

li>1−"

li(TB(a,r+ �
2
))

1 − " +
∑

c≤li≤1−"

li(TB(a,r+ �
2
))

c

≤ 1
1 − "

∞∑

i=1
li(TB(a,r+ �

2
)) +

1
c

∑

li≤1−"
li(TB(a,r+ �

2
)). (18)

Let � = c"2. By Lemma 4.1, there exists R > 0 such that for any a ∈ ℂn and
all r > R, we have

(1 − �)
∞∑

i=1
li(TB(a,r)) ≤

∞∑

i=1
li(TB(a,r))2

=
∑

li≤1−"
li(TB(a,r))2 +

∑

li>1−"
li(TB(a,r))2

≤(1 − ")
∑

li≤1−"
li(TB(a,r)) +

∑

li>1−"
li(TB(a,r))

=
∞∑

i=1
li(TB(a,r)) − "

∑

li≤1−"
li(TB(a,r)).

It follows that for any a ∈ ℂn and all r > R,

1
c

∑

li≤1−"
li(TB(a,r)) ≤ "

∞∑

i=1
li(TB(a,r)). (19)
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Combining (18) and (19), we obtain that for any a ∈ ℂn and all r > R, we
have

dimG ≤ 1 + " − "2
1 − "

∞∑

i=1
li(TB(a,r+ �

2
)).

Therefore, by (14) and Proposition 2.1, for any a ∈ ℂn and all r > R, we have

(1 − b2d2)#{Λ ∩ B(a, r)} − 1 < 1 + " − "2
1 − " m�(B(a, r +

�
2 )).

Notice the last inequality still holds whenΛ∩B(a, r) is an empty set. Finally,
using the annular decay property ofm� we obtain

D+
� (Λ) = lim sup

r→∞
sup
a∈ℂn

#{Λ ∩ B(a, r)}
m�(B(a, r))

≤ lim sup
r→∞

sup
a∈ℂn

(1 + " − "2)m�(B(a, r +
�
2
))

(1 − ")(1 − b2d2)m�(B(a, r))
+ 1
(1 − b2d2)m�(B(a, r))

= (1 + " − "2)
(1 − ")(1 − b2d2)

.

Thus, since " > 0, b > 1 are arbitrary,

D+
� (Λ) ≤

1
1 − d2 .

�

5. Final remarks
Several questions remain unanswered. The �rst is the question of sharp-

ness of our results. Even though we strongly believe that our results are sharp
(up to strictness in the inequalities), we were unfortunately unable to �nd a
proof. Olevskii and Ulanovskii [12] prove the sharpness of their results by ex-
ploiting the fact that the Paley-Wiener space possesses an orthonormal basis
of normalized reproducing kernels. It is well-known that such orthonormal or
even Riesz bases are missing in the classical Bargmann-Fock space. (This was
recently proved to be the case even in the weighted setting [3].) Therefore, it is
unlikely that such a simple example can be constructed in the Bargmann-Fock
space. On the other hand, in this direction, we believe that our results can be
strengthened to strict inequalities in analogy with the above mentioned results
for classical interpolation sets, i.e., 0-approximate interpolation sets.

Another interesting question that remains to be explored is the relationship
between weak and strong d-approximate interpolation sets. As mentioned in
the introduction, it was proved by Schuster and Seip that for d = 0 these classes
coincide in the classical one-dimensional setting. Their proof extends to the
weighted one-dimensional setting as well. However, nothing similar is known
in the higher-dimensional case. The proof that Schuster and Seip utilize in di-
mension one doesn’t extend, since it depends in a crucial way on the su�ciency
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of the Seip’s density condition for interpolation which is known to be false in
the higher dimensional setting. This at least suggests that these classes may
di�er in the higher dimensional setting, but, as far as we know, no examples
have been found so far. It is very likely that a similar state of a�airs will persist
for d-approximate interpolation sets.

References
[1] Berndtsson, Bö; OrtegaCerdà, Joaquim.On interpolation and sampling inHilbert

spaces of analytic functions. J. Reine Angew. Math 464 (1995), 109–128. MR1340337, Zbl
0823.30023, doi: 10.1515/crll.1995.464.109. 1582

[2] Dall’Ara, Gian Maria. Pointwise estimates of weighted Bergman kernels in sev-
eral complex variables. Adv. Math. 285 (2015), 1706–1740. MR3406539, Zbl 1329.32022,
arXiv:1502.00865, doi: 10.1016/j.aim.2015.06.024. 1584

[3] Gröchenig, Karlheinz; Haimi, Antti; Ortega-Cerdà, Joaquim; Romero,
José Luis. Strict density inequalities for sampling and interpolation in weighted spaces
of holomorphic functions. J. Funct. Anal. 277 (2019), no. 12, 108282, 34 pp. MR4019089,
Zbl 1444.32002, arXiv:1808.02703, doi: 10.1016/j.jfa.2019.108282. 1582, 1594

[4] Kahane, Jean-Pierre. Sur les fonctions moyenne-périodiques bornées. Ann. Inst.
Fourier (Grenoble), 7 (1957), 293–314. MR102702, Zbl 0083.34401, doi: 10.5802/aif.72.
1582

[5] Landau, Henry J. Necessary density conditions for sampling and interpolation of
certain entire functions. Acta Math. 117 (1967), 37–52. MR222554, Zbl 0154.15301,
doi: 10.1007/bf02395039. 1582, 1585

[6] Li, Haodong. Uncertainty principles in framed Hilbert spaces. PhD thesis, Clemson
University, 2020. 107 pp. ISBN: 979-8569-90669-7.MR4225140, https://tigerprints.
clemson.edu/all_dissertations/2748/. 1584, 1585

[7] Lindholm, Niklas. Sampling in weighted Lp spaces of entire functions in ℂn and es-
timates of the Bergman kernel. J. Funct. Anal. 182 (2001), no. 2, 390–426. MR1828799,
Zbl 1013.32008, doi: 10.1006/jfan.2000.3733. 1582

[8] Marco, Nicolas;Massaneda, Xavier; Ortega-Cerdà, Joaquim. Interpolating and
sampling sequences for entire functions. Geom. Funct. Anal. 13 (2003), no. 4, 862–
914. MR2006561, Zbl 1097.30041, arXiv:math/0205241, doi: 10.1007/s00039-003-0434-7.
1582

[9] Marzo, Jordi; Nitzan, Shahaf; Olsen, Jan-Fredrik. Sampling and interpolation in
de Branges spaces with doubling phase. J. Anal. Math. 117 (2012), 365–395. MR2944102,
Zbl 1293.30064, arXiv:1103.0566, doi: 10.1007/s11854-012-0026-2. 1582

[10] Mitkovski, Mishko; Ramirez, Aaron. Density results for continuous frames. J.
Fourier Anal. Appl. 26 (2020), no. 4, Paper No. 56, 1–26. MR4115628, Zbl 1439.42044,
doi: 10.1007/s00041-020-09762-6. 1582

[11] Olevskii, Alexander; Ulanovskii, Alexander. Interpolation in Bernstein and
Paley–Wiener spaces. J. Funct. Anal. 256 (2009), no. 10, 3257–3278. MR2504525, Zbl
1176.41006, doi: 10.1016/j.jfa.2008.09.013. 1582
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