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#### Abstract

We show that, for $1<p<\infty$, the norm of the weighted Bergman projection $\mathbf{P}_{s, \mathbb{B}_{*}}$ on $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$ is comparable to $\csc (\pi / p)$, where $\mathbb{B}_{*}$ is the minimal unit ball in $\mathbb{C}^{n}$.
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## 1. Introduction

We consider the domain $\mathbb{B}_{*}$ in $\mathbb{C}^{n}, n \geq 2$, defined by

$$
\mathbb{B}_{*}=\left\{z \in \mathbb{C}^{n}:|z|^{2}+|z \bullet z|<1\right\},
$$

where

$$
z \bullet w=\sum_{j=1}^{n} z_{j} w_{j}
$$

for $z$ and $w$ in $\mathbb{C}^{n}$. This is the unit ball of $\mathbb{C}^{n}$ with respect to the norm

$$
N_{*}(z):=\sqrt{|z|^{2}+|z \bullet z|}, \quad z \in \mathbb{C}^{n} .
$$

The norm $N:=N_{*} / \sqrt{2}$ was introduced by Hahn and Pflug in [1], where it was shown to be the smallest norm in $\mathbb{C}^{n}$ that extends the euclidean norm in $\mathbb{R}^{n}$ under certain restrictions.

Received April 20, 2010.
2000 Mathematics Subject Classification. 32A36.
Key words and phrases. Minimal ball, Bergman space, weighted Bergman projection.
Gonessa was partially supported by Agence Universitaire de la Francophonie.

The domain $\mathbb{B}_{*}$ has since been studied by Hahn, Mengotti, Oeljiklaus, Pflug, Youssfi, and others. In particular, it is well known that the automorphism group of $\mathbb{B}_{*}$ is compact and its identity component is

$$
\operatorname{Aut}_{\mathcal{O}}^{0}\left(\mathbb{B}_{*}\right)=S^{1} \cdot \operatorname{SO}(n, \mathbb{R})
$$

where the $S^{1}$-action is diagonal and the $\mathrm{SO}(n, \mathbb{R})$-action is by matrix multiplication; see [5] for example. It is also well known that $\mathbb{B}_{*}$ is a nonhomogeneous domain. Its singular boundary consists of all points $z$ with $z \bullet z=0$, and the regular part of the boundary of $\mathbb{B}_{*}$ consists of strictly pseudoconvex points.

As a nonhomogeneous domain, it is not surprising that $\mathbb{B}_{*}$ exhibits certain exotic behavior. For example, it was recently used in [6] to construct counterexamples to the Lu Qi-Keng conjecture. What is a bit unexpected is that the norm of the Bergman projection on some $L^{p}$ spaces on $\mathbb{B}_{*}$ can be estimated in such a way that resembles the situation on the Euclidean ball in $\mathbb{C}^{n}$. This constitutes the main result of the paper.
Theorem 1. For any $s>-1$ there exists a constant $C>0$, depending only on $s$ and $n$ but not on $p$, such that the norm $\left\|\boldsymbol{P}_{s, \mathbb{B}_{*}}\right\|_{p}$ of the linear operator

$$
\boldsymbol{P}_{s, \mathbb{B}_{*}}: L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right) \rightarrow L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)
$$

satisfies the estimates

$$
C^{-1} \csc (\pi / p) \leq\left\|\boldsymbol{P}_{s, \mathbb{B}_{*}}\right\| \leq C \csc (\pi / p)
$$

for all $1<p<\infty$.
A similar, optimal estimate for the Bergman projection on $L^{p}$ spaces of the Euclidean ball in $\mathbb{C}^{n}$ was obtained in [10]. So this paper can be considered a sequel to [10]. On the other hand, it was shown in [3] that the operator $\mathbf{P}_{s, \mathbb{B}_{*}}$ is bounded on $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$ for $1<p<\infty$. Thus our main result here is a complement to [3].

This work was done while the first-named author was at the University of Yaoundé I. He wishes to thank the Agence Universitaire de la Francophonie for financial support.

## 2. Preliminaries

For each $s>-1$ we let $v_{s}$ denote the measure on $\mathbb{B}_{*}$ defined by

$$
d v_{s}(z):=\left(1-N_{*}^{2}(z)\right)^{s} d v(z),
$$

where $v$ denotes the normalized Lebesgue measure on $\mathbb{B}_{*}$. For all $0<p<\infty$ we define

$$
\mathcal{A}_{s}^{p}\left(\mathbb{B}_{*}\right):=\mathcal{H}\left(\mathbb{B}_{*}\right) \cap L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right),
$$

where $\mathcal{H}\left(\mathbb{B}_{*}\right)$ is the space of all holomorphic functions on $\mathbb{B}_{*}$. Naturally, the spaces $\mathcal{A}_{s}^{p}\left(\mathbb{B}_{*}\right)$ are called weighted Bergman spaces of $\mathbb{B}_{*}$.

When $p=2$, there exists an orthogonal projection from $L^{2}\left(\mathbb{B}_{*}, d v_{s}\right)$ onto $\mathcal{A}_{s}^{2}\left(\mathbb{B}_{*}\right)$. This will be called the weighted Bergman projection and is denoted by $\mathbf{P}_{s, \mathbb{B}_{*}}$.

It is well known that $\mathbf{P}_{s, \mathbb{B}_{*}}$ is an integral operator on $L^{2}\left(\mathbb{B}_{*}, d v_{s}\right)$, namely,

$$
\mathbf{P}_{s, \mathbb{B}_{*}} f(z)=\int_{\mathbb{B}_{*}} \mathbf{K}_{s, \mathbb{B}_{*}}(z, w) f(w) d v_{s}(w),
$$

where

$$
\mathbf{K}_{s, \mathbb{B}_{*}}(z, w)=\frac{\mathbf{A}(X, Y)}{\left(n^{2}+n-s\right) v_{s}\left(\mathbb{B}_{*}\right)\left(X^{2}-Y\right)^{n+1+s}}
$$

is the weighted Bergman kernel. Here

$$
X=1-z \bullet \bar{w}, \quad Y=(z \bullet z) \overline{w \bullet w},
$$

and $\mathbf{A}(X, Y)$ is the sum

$$
\sum_{j=0}^{\infty} c_{n, s, j} X^{n+s-1-2 j} Y^{j}\left[2(n+s) X-\frac{(n-2 j+s)(n+1+2 s)}{n+s+1}\left(X^{2}-Y\right)\right]
$$

As usual,

$$
c_{n, s, j}=\binom{n+s+1}{2 j+1}=\frac{(n+s+1)(n+s) \cdots(n+s-2 j+1)}{(2 j+1)!}
$$

is the binomial coefficient and $v_{s}\left(\mathbb{B}_{*}\right)$ is the weighted Lebesgue volume of $\mathbb{B}_{*}$. See [3] and [5] for these formulas and more information about the weighted Bergman kernels.

Because of the infinite sum $\mathbf{A}(X, Y)$, the formula for $\mathbf{K}_{s, \mathbb{B}_{*}}$ in the previous paragraph is not really a closed form. As such, it is inconvenient for us to do estimates for $\mathbf{P}_{s, \mathbb{B}_{*}}$ directly. Thus we employ a technique that was used in [3]. More specifically, we relate the domain $\mathbb{B}_{*}$ to the hypersurface $\mathbb{M}$ of the Euclidean unit ball in $\mathbb{C}^{n+1}$ defined by

$$
\mathbb{M}=\left\{z \in \mathbb{C}^{n+1} \backslash\{0\}: z \bullet z=0,|z|<1\right\}
$$

If $\operatorname{Pr}: \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n}$ is defined by

$$
\operatorname{Pr}\left(z_{1}, \ldots, z_{n}, z_{n+1}\right)=\left(z_{1}, \ldots, z_{n}\right),
$$

and $\mathbf{F}=\operatorname{Pr}_{\mid \mathbb{M}}$, then $\mathbf{F}: \mathbb{M} \rightarrow \mathbb{B}_{*}-\{0\}$.
Let

$$
\mathbb{H}=\left\{z \in \mathbb{C}^{n+1} \backslash\{0\}: z \bullet z=0\right\}
$$

It was proved in [5] that there is an $\mathrm{SO}(n+1, \mathbb{C})$-invariant holomorphic form $\alpha$ on $\mathbb{H}$. Moreover, this form is unique up to a multiplicative constant. In fact, after appropriate normalization, the restriction to $\mathbb{H} \cap(\mathbb{C} \backslash\{0\})^{n+1}$ of this form is given by

$$
\alpha(z)=\sum_{j=1}^{n+1} \frac{(-1)^{j-1}}{z_{j}} d z_{1} \wedge \cdots \wedge \widehat{d z_{j}} \wedge \cdots \wedge d z_{n+1} .
$$

Our norm estimates for the weighted Bergman projection $\mathbf{P}_{s, \mathbb{B}}$ on $L^{p}$ spaces will be based on the corresponding estimates on $\mathbb{M}$. Therefore, we will consider the spaces $L_{s}^{p}(\mathbb{M})$ consisting of measurable complex-valued functions $f$ on $\mathbb{M}$ such that

$$
\|f\|_{L_{s}^{p}(\mathbb{M})}^{p}=\int_{\mathbb{M}}|f(z)|^{p}\left(1-|z|^{2}\right)^{s} \frac{\alpha(z) \wedge \bar{\alpha}(z)}{\tilde{C}}<\infty
$$

where

$$
\tilde{C}:=(-1)^{\frac{n(n+1)}{2}}(2 i)^{n} .
$$

We use $\mathcal{A}_{s}^{p}(\mathbb{M})$ to denote the subspace of all holomorphic functions in $L_{s}^{p}(\mathbb{M})$. The weighted Bergman projection $\mathbf{P}_{s, \mathbb{M}}$ is then the orthogonal projection from $L_{s}^{2}(\mathbb{M})$ onto $\mathcal{A}_{s}^{2}(\mathbb{M})$. Again, it is well known that $\mathbf{P}_{s, \mathbb{M}}$ is an integral operator on $L_{s}^{2}(\mathbb{M})$ given by the formula

$$
\mathbf{P}_{s, \mathbb{M}} f(z)=\int_{\mathbb{M}} \mathbf{K}_{s, \mathbb{M}}(z, w) f(w)\left(1-|w|^{2}\right)^{s} \frac{\alpha(w) \wedge \bar{\alpha}(w)}{\tilde{C}}
$$

where $\mathbf{K}_{s, \mathbb{M}}$ is the corresponding Bergman kernel.
The starting point for our analysis is the following closed form of $\mathbf{K}_{s, \mathbb{M}}$, which was obtained as Theorem 3.2 in [3].

Lemma 2. The weighted Bergman kernel $\boldsymbol{K}_{s, \mathbb{M}}$ of $\mathcal{A}_{s}^{2}(\mathbb{M})$ is given by

$$
\boldsymbol{K}_{s, \mathbb{M}}(z, w)=\frac{C(n-1+(n+1+2 s) z \bullet \bar{w})}{(1-z \bullet \bar{w})^{n+s+1}},
$$

where $C$ is a certain constant that depends on $n$ and $s$.
Let $f: \mathbb{B}_{*} \rightarrow \mathbb{C}$ be a measurable function. We define a function $\mathbf{T} f$ on $\mathbb{M}$ by

$$
(\mathbf{T} f)(z):=\frac{z_{n+1}}{\left(2(n+1)^{2}\right)^{1 / p}}(f \circ \mathbf{F})(z)=\frac{z_{n+1} f\left(z_{1}, \ldots, z_{n}\right)}{\left(2(n+1)^{2}\right)^{1 / p}} .
$$

The operator $\mathbf{T}$ will also play a key role in our analysis. In particular, we need the following result which was obtained as Lemma 4.1 in [3].

Lemma 3. For each $p \geq 1$ and $s>-1$ the linear operator $\boldsymbol{T}$ is an isometry from $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$ into $L_{s}^{p}(\mathbb{M})$. Moreover, we have $\boldsymbol{P}_{s, \mathbb{M}} \boldsymbol{T}=\boldsymbol{T} \boldsymbol{P}_{s, \mathbb{B}_{*}}$ on $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$.

Theorem B of [3] states that the operator $\mathbf{P}_{s, \mathbb{B}_{*}}$ maps $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$ boundedly onto $\mathcal{A}_{s}^{p}\left(\mathbb{B}_{*}\right)$ for all $p>1$. Our goal is to obtain a sharp norm estimate of $\mathbf{P}_{s, \mathbb{B}_{*}}$ on $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$. To this end, we need to derive an improved version of the classical Forelli-Rudin integral estimates in the case of the minimal ball.

## 3. Refined Forelli-Rudin type estimates

We use $\mu$ to denote the unique $\mathcal{O}(n+1, \mathbb{R})$-invariant measure on the boundary $\partial \mathbb{M}$ of $\mathbb{M}$ that satisfies $\mu(\partial \mathbb{M})=1$. For any integers $n$ and $k$ we will need the following constant,

$$
N(k, n)=\frac{(2 k+n-1)(k+n-2)!}{k!(n-1)!} .
$$

Lemma 4. Let $d$ be any nonnegative integer. For any $T>0$ there exists a constant $C>0$, depending on $n, T$ and $d$ but not on $t$, such that

$$
\int_{\partial \mathbb{M}} \frac{|z \bullet \bar{\xi}|^{2 d}}{|1-z \bullet \bar{\xi}|^{n+t}} d \mu(\xi) \leq \frac{C \Gamma(t)}{\left(1-|z|^{2}\right)^{t}}
$$

for all $z \in \mathbb{M}$ and $0<t<T$.
Proof. Let $I$ denote the integral above and let $\lambda=(n+t) / 2$. By the proof of Lemma 5.1 in [3], we have

$$
\begin{equation*}
I=\frac{|z|^{2 d}}{\Gamma^{2}(\lambda)} \sum_{k=0}^{\infty}\left(\frac{\Gamma(k+\lambda)}{\Gamma(k+1)}\right)^{2} \frac{|z|^{2 k}}{N(k+d, n)} \tag{1}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{1}{\left(1-|z|^{2}\right)^{t}}=\frac{1}{\Gamma(t)} \sum_{k=0}^{\infty} \frac{\Gamma(k+t)}{\Gamma(k+1)}|z|^{2 k} . \tag{2}
\end{equation*}
$$

Lemma 4 will be proved if we can show that there exists a constant $C>0$, depending only on $n, T$, and $d$, such that

$$
\begin{equation*}
\frac{\Gamma^{2}(k+\lambda)}{\Gamma^{2}(k+1) N(k+d, n)} \leq \frac{C \Gamma(k+t)}{\Gamma(k+1)} \tag{3}
\end{equation*}
$$

for $k \in \mathbb{N}$.
Let

$$
A_{k}(t)=\frac{\Gamma^{2}(k+\lambda)}{\Gamma(k+1) N(k+d, n) \Gamma(k+t)} .
$$

By Stirling's formula there exist two positive constants $C_{1}$ and $M$ such that

$$
C_{1}^{-1} \leq \frac{\Gamma(x)}{x^{x-\frac{1}{2}} e^{-x}} \leq C_{1}
$$

for all $x \geq M$. It follows that the constant $N(k+d, n)$ is comparable to $k^{n-1}$. Moreover, there exist positive constants $C_{2}$ and $C_{3}$, depending only on $n, T$, and $d$, such that

$$
\begin{aligned}
A_{k}(t) & \leq C_{2} \frac{\left((k+\lambda)^{k+\lambda-\frac{1}{2}} e^{-k-\lambda}\right)^{2}}{(k+1)^{k+1-\frac{1}{2}} e^{-k-1} k^{n-1}(k+t)^{k+t-\frac{1}{2}} e^{-k-t}} \\
& \leq C_{3}\left[1+\frac{\lambda}{k}\right]^{n-1}\left[1+\frac{\lambda-t}{k+t}\right]^{k+t}\left[1+\frac{\lambda-1}{k+1}\right]^{k+1}\left[\frac{k+1}{k+\lambda}\right]^{\frac{3}{2}}
\end{aligned}
$$

By virtue of uniform convergence of the limit

$$
\begin{equation*}
\lim _{\theta \rightarrow \infty}\left(1+\frac{x}{\theta}\right)^{\theta}=e^{x} \tag{4}
\end{equation*}
$$

for $x$ in any bounded interval, we have $A_{k}(t) \leq C$, where $C$ is a positive constant independent of $t$ and $k$. This proves the desired estimate (3).

Lemma 5. Suppose $T>0, A>-1$, and $d$ is a nonnegative integer. Then there exists a constant $C>0$ (depending on $d, T$, and $A$, but not on $t$ and s) such that

$$
\int_{\mathbb{M}} \frac{|z \bullet \bar{w}|^{2 d}}{|1-z \bullet \bar{w}|^{n+t+s+1}}\left(1-|w|^{2}\right)^{s} \alpha(w) \wedge \bar{\alpha}(w) \leq \frac{C \Gamma(s+1) \Gamma(t)}{\left(1-|z|^{2}\right)^{t}}
$$

for all $-1<s<A, 0<t<T$, and $z \in \mathbb{M}$.
Proof. Let $J$ denote the integral above. According to Lemma 2.1 on page 506 in [3], we have

$$
J=\int_{0}^{1}\left(1-r^{2}\right)^{s} r^{2 n-3}\left(\int_{\partial \mathbb{M}} \frac{|(r z) \bullet \bar{\xi}|^{2 d}}{|1-(r z) \bullet \bar{\xi}|^{n+t+s+1}} d \mu(\xi)\right) d r .
$$

Using the binomial series and the orthogonality of the sequence of functions $\xi \mapsto(z \bullet \bar{\xi})^{k}, k \in \mathbb{N}$, in $L^{2}(\partial \mathbb{M}, \mu)$, we obtain

$$
J=\frac{\Gamma(s+1)|z|^{2 d}}{2 \Gamma^{2}(\lambda)} \sum_{k=0}^{\infty} \frac{\Gamma^{2}(k+\lambda) \Gamma(n+k+d-1)|z|^{2 k}}{\Gamma^{2}(k+1) \Gamma(s+n+k+d) N(k+d, n)},
$$

where $\lambda=(n+t+s+1) / 2$.
As $t$ goes from 0 to $T$, and $s$ goes from -1 to $A$, the parameter $\lambda$ goes from $n / 2$ to $(n+T+A+1) / 2$, so $\Gamma^{2}(\lambda)$ is bounded below away from 0 and bounded above away from infinity.

Therefore, just like in the proof of Lemma 4, we only need to show that there is a positive constant $C$, independent of $k$ and $t$, such that $B_{k}(t, s) \leq C$ for all $k \geq 0,0<t<T$, and $-1<s<A$, where

$$
B_{k}(t, s)=\frac{\Gamma(n+k+d-1)}{\Gamma(s+n+k+d)} A_{k}(t) .
$$

A little computing shows that the factor $\frac{\Gamma(n+k+d-1)}{\Gamma(s+n+k+d)}$ is uniformly bounded for $s \in(-1, A)$. So, from estimate for $A_{k}$, there exists a positive constant $C=C(A, T, d)$ such that $B_{k}(t, s) \leq C_{2}$ for all $k \geq 0, t \in(0, T)$, and $s \in(-1, A)$. This proves the desired estimate.

## 4. An optimal pointwise estimate

The proof of our main result depends on two estimates. One is the refined version of the Forelli-Rudin estimates obtained in the previous section. The other is an optimal pointwise estimate for functions in weighted Bergman spaces in our context. We refer the interested reader to [8] and [11] for similar
estimates about functions in weighted Bergman spaces of the Euclidean ball in $\mathbb{C}^{n}$.

More specifically, we will obtain an optimal pointwise estimate for the functions in $\mathcal{A}_{s}^{p}(\mathbb{M})$. To this end, we consider the following commutative diagram

where $\mathbb{B}_{n+1}$ is the unit ball in $\mathbb{C}^{n+1}, z \in \mathbb{M}, \varphi_{z}$ is the involutive automorphism determined by $z$ (see [11], for example, for more information about these automorphisms), $i$ is the identity map, and $\phi$ is given by $i \circ \phi=\varphi_{z} \circ i$. Thus $\mathbb{M}$ is invariant by the mapping $\varphi_{z}$ so that one indeed can define the inverse mapping $i^{-1}$.

For any $s>-1$ we consider the measure

$$
d \lambda_{s}(z)=\frac{\Gamma(n+s)}{2 \omega(\partial \mathbb{M}) \Gamma(n-1) \Gamma(s+1)}\left(1-|z|^{2}\right)^{s} \alpha(z) \wedge \bar{\alpha}(z)
$$

on $\mathbb{M}$, where $\omega$ is the $(2 n-1)$-form on $\partial \mathbb{M}$ defined by

$$
\omega(z)\left(V_{1}, \ldots, V_{2 n-1}\right)=\alpha(z) \wedge \bar{\alpha}(z)\left(z, V_{1}, \ldots, V_{2 n-1}\right)
$$

Proposition 6. Suppose $1 \leq p<\infty$ and $-1<s<\infty$. Then

$$
|g(z)|^{p} \leq \frac{1}{\left(1-|z|^{2}\right)^{n+1+s}} \int_{\mathbb{M}}|g(w)|^{p} d \lambda_{s}(w)
$$

for all $g \in \mathcal{A}_{s}^{p}(\mathbb{M})$ and $z \in \mathbb{M}$.
Proof. Let $g \in \mathcal{A}_{s}^{p}(\mathbb{M})$. By the mean value property for holomorphic functions,

$$
g(z)=\int_{\partial \mathbb{M}} g(z+r \xi) d \mu(\xi)
$$

for all $z \in \mathbb{M}$ and $0 \leq r<1-|z|$. By Lemma 2.1 in [3] and Hölder's inequality,

$$
|g(z)|^{p} \leq \int_{\mathbb{M}}|g(z+r w)|^{p} d \lambda_{s}(w)
$$

Moreover, from Lemma 3.2 in [2], $g$ can be uniquely extented to the complex hypersurface $\mathbb{M} \cup\{0\}$. Let $z \rightarrow 0$ and $r \rightarrow 1^{-}$in the above inequality. Then

$$
\begin{equation*}
|g(0)|^{p} \leq \int_{\mathbb{M}}|g(w)|^{p} d \lambda_{s}(w) . \tag{5}
\end{equation*}
$$

More generally, for $g \in \mathcal{A}_{s}^{p}(\mathbb{M})$ and $z \in \mathbb{M}$, we consider the function defined on $\mathbb{M}$ by

$$
F(w)=g \circ i^{-1} \circ \varphi_{z} \circ i(w) \frac{\left(1-|z|^{2}\right)^{(n+1+s) / p}}{(1-w \bullet \bar{z})^{2(n+1+s) / p}} .
$$

It can be checked that

$$
\begin{equation*}
\int_{\mathbb{M}}|F(w)|^{p} d \lambda_{s}(w)=\int_{\mathbb{M}}|g(w)|^{p} d \lambda_{s}(w) \tag{6}
\end{equation*}
$$

In fact, if we let

$$
\mathcal{X}=\left\{(x, y) \in \mathbb{R}^{n+1} \times \mathbb{R}^{n+1}: x \bullet x=y \bullet y=1, x \bullet y=0\right\},
$$

then it is clear that the mapping

$$
(x, y) \mapsto z=\frac{x+i y}{\sqrt{2}}
$$

injects $\mathcal{X}$ into $\mathbb{C}^{n+1}$ and the image is $\partial \mathbb{M}$. It follows from the $O(n+1)$ invariance of $\mathcal{X}$ (see [7] for example) and Lemma 1.7 in [11] that

$$
\int_{\partial \mathbb{M}}|F(r \xi)|^{p} d \mu(\xi)=\int_{\mathcal{X}}|g(r \zeta)|^{p} d v(\zeta)
$$

where $d v$ is the normalized Lebesgue measure on $\mathbb{C}^{n+1}$. Using Lemma 2.1 in [3] again, we obtain (6).

The proposition is proved if we combine the estimates in (5) and (6).

## 5. Proof of the main result

The following result is a standard boundedness criterion for integral operators on $L^{p}$-spaces and is usually referred to as Schur's test.

Lemma 7. Suppose $H(x, y)$ is a positive kernel and

$$
T f(x)=\int_{X} H(x, y) f(y) d \nu(y)
$$

is the associated integral operator. Let $1<p<\infty$ with $\frac{1}{p}+\frac{1}{q}=1$. If there exists a positive function $h(x)$ and positive constants $C_{1}$ and $C_{2}$ such that

$$
\int_{X} H(x, y)(h(y))^{q} d \nu(y) \leq C_{1}(h(x))^{q}, \quad x \in X
$$

and

$$
\int_{X} H(x, y)(h(x))^{p} d \nu(x) \leq C_{1}(h(y))^{p}, \quad y \in X .
$$

Then the operator $T$ is bounded on $L^{p}(X, d \nu)$. Moreover, the norm of $T$ on $L^{p}(X, d \nu)$ does not exceed $C_{1}^{\frac{1}{q}} C_{2}^{\frac{1}{p}}$.
Proof. See [11].
We can now prove the main result of the paper.
Theorem 8. For any $s>-1$ there exists a constant $C>0$ (depending only on $s$ and $n$ but not on $p$ ) such that the norm $\left\|\boldsymbol{P}_{s, \mathbb{M}}\right\|_{p}$ of the linear operator

$$
\boldsymbol{P}_{s, \mathbb{M}}: L_{s}^{p}(\mathbb{M}) \rightarrow \mathcal{A}_{s}^{p}(\mathbb{M})
$$

satisfies the estimates

$$
C \csc (\pi / p) \leq\left\|\boldsymbol{P}_{s, \mathbb{M}}\right\|_{p} \leq C \csc (\pi / p)
$$

for all $1<p<\infty$, where $\boldsymbol{P}_{s, \mathbb{M}}$ denotes the orthogonal projection from $L_{s}^{2}(\mathbb{M})$ onto $\mathcal{A}_{s}^{2}(\mathbb{M})$.
Proof. Fix $1<p<\infty$ and let $q$ be the conjuguate exponent, namely, $1 / p+1 / q=1$. Consider the function

$$
h(z)=\left(1-|z|^{2}\right)^{-(s+1) /(p q)}, \quad z \in \mathbb{M} .
$$

By Lemmas 2 and 5, the integral

$$
I=\int_{\mathbb{M}}\left|\mathbf{K}_{s, \mathbb{M}}(z, w)\right| h^{q}(w)\left(1-|w|^{2}\right)^{s} \frac{\alpha(w) \wedge \bar{\alpha}(w)}{\tilde{C}}
$$

satisfies the following estimates,

$$
\begin{aligned}
I & \leq C_{1} \int_{\mathbb{M}} \frac{\left(1-|w|^{2}\right)^{-\frac{s+1}{p}+s}}{|1-z \bullet w|^{n+s+1}} \alpha(w) \wedge \bar{\alpha}(w) \\
& =C_{1} \int_{\mathbb{M}} \frac{\left(1-|w|^{2}\right)^{-\frac{s+1}{q}-1}}{|1-z \bullet w|^{n+\frac{s+1}{q}-1+\frac{s+1}{p}+1}} \alpha(w) \wedge \bar{\alpha}(w) \\
& \leq \frac{C_{2} \Gamma\left(\frac{s+1}{p}\right) \Gamma\left(\frac{s+1}{q}\right)}{\left(1-|z|^{2}\right)^{\frac{s+1}{p}}} \\
& =C_{2} \Gamma\left(\frac{s+1}{p}\right) \Gamma\left(\frac{s+1}{q}\right) h^{q}(z),
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are positive constants independent of $p$.
Similary, the integral

$$
J=\int_{\mathbb{M}}\left|\mathbf{K}_{s, \mathbb{M}}(z, w)\right| h^{p}(z)\left(1-|z|^{2}\right)^{s} \frac{\alpha(z) \wedge \bar{\alpha}(z)}{\tilde{C}}
$$

satisfies

$$
J \leq C_{3} \Gamma\left(\frac{s+1}{p}\right) \Gamma\left(\frac{s+1}{q}\right) h^{p}(w),
$$

where $C_{3}$ is a positive constant independent of $p$. It follows from Lemma 7 that the norm of the operator $\mathbf{P}_{s, \mathbb{M}}$ on $L_{s}^{p}(\mathbb{M})$ does not exceed

$$
C_{4} \Gamma\left(\frac{s+1}{p}\right) \Gamma\left(\frac{s+1}{q}\right),
$$

where $C_{4}$ is a positive constant independent of $p$. So the norm estimate $\left\|\mathbf{P}_{s, \mathrm{M}}\right\|_{p} \leq C \csc (\pi / p)$ follows from the following well-known property of the gamma function:

$$
\Gamma\left(\frac{s+1}{p}\right) \Gamma\left(\frac{s+1}{q}\right) \leq \frac{C}{\sin (\pi / p)}
$$

where $C$ is a positive constant independent of $p$; see [10].

Observe that $\csc (\pi / p)$ is comparable to $p$ when $p$ is away from 0 . Therefore, to prove that the above estimate for $\left\|\mathbf{P}_{s, \mathbb{M}}\right\|_{p}$ is sharp, we only need to establish the norm estimate $\left\|\mathbf{P}_{s, \mathbb{M}}\right\|_{p} \geq p C^{-1}$ for all $p>2$. The case $1<p<2$ will follow from duality and the symmetry of the sine function.

So we assume $p>2$ and consider the function

$$
f(z)=\log \left(\frac{1}{\sqrt{2}}-z_{1}\right)-\overline{\log \left(\frac{1}{\sqrt{2}}-z_{1}\right)}, \quad z=\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \mathbb{B}_{*}
$$

Alternatively,

$$
f(z)=2 i \operatorname{Arg}\left(\frac{1}{\sqrt{2}}-z_{1}\right)
$$

with

$$
-\pi<\operatorname{Arg}\left(\frac{1}{\sqrt{2}}-z_{1}\right)<\pi
$$

Thus the norm of $f$ on $L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$ does not exceed $2 \pi C_{s}^{-1 / p}$, where $C_{s}$ is a positive constant that only depends on $s$ and $n$.

By Proposition 6, we have

$$
\begin{equation*}
|g(z)| \leq \frac{C_{s}^{-1 / p}\|g\|_{\mathcal{A}_{s}^{p}(\mathbb{M})}}{\left(1-|z|^{2}\right)^{n+s+1}} \tag{7}
\end{equation*}
$$

for all $g \in \mathcal{A}_{s}^{p}(\mathbb{M})$ and $z \in \mathbb{M}$. We now take $g=\mathbf{P}_{s, \mathbb{M}} \mathbf{T} f=\mathbf{T P}_{s, \mathbb{B}_{*}} f$ and

$$
z=\left(\frac{r}{\sqrt{2}}, 0, \ldots, 0, i \frac{r}{\sqrt{2}}\right)
$$

in (7) with $0<r<1$. Using the definition of $\mathbf{T}$, the fact that $\mathbf{T}$ is an isometry, and the formula

$$
\mathbf{P}_{s, \mathbb{B}_{*}} f(z)=\log \left(\frac{1}{\sqrt{2}}-z_{1}\right),
$$

we obtain

$$
\left\|\mathbf{P}_{s, \mathbb{B}_{*}} f\right\|_{\mathcal{A}_{s}^{p}\left(\mathbb{B}_{*}\right)} \geq \frac{C_{s}^{1 / p} r(1-r)^{\frac{n+s+1}{p}}}{\left(2(n+1)^{2}\right)^{1 / p} \sqrt{2}} \log \frac{\sqrt{2}}{1-r}
$$

In particular, if $r=1-e^{-p}$, then

$$
\left\|\mathbf{P}_{s, \mathbb{B}_{*}} f\right\|_{\mathcal{A}_{s}^{p}\left(\mathbb{B}_{*}\right)} \geq \frac{(\log \sqrt{2}+p)\left(1-e^{-p}\right) e^{-(n+s+1)} C_{s}^{1 / p}}{\left(2(n+1)^{2}\right)^{1 / p} \sqrt{2}}
$$

This shows that there exists a positive constant $C$, independent of $p$, such that

$$
\begin{equation*}
\left\|\mathbf{P}_{s, \mathbb{B}_{*}}\right\|_{p} \geq C p, \quad 2<p<\infty \tag{8}
\end{equation*}
$$

Since $\mathbf{P}_{s, \mathbb{M}} \mathbf{T}=\mathbf{T P}_{s, \mathbb{B}_{*}}$ and since $\mathbf{T}$ is an isometry, we have $\left\|\mathbf{P}_{s, \mathbb{M}}\right\| \geq$ $\left\|\mathbf{P}_{s, \mathbb{B}_{*}}\right\|$. Combining this with (8) we obtain the desired lower estimate for $\left\|\mathbf{P}_{s, \mathbb{M}}\right\|$.

Our main result, Theorem 1, is now a consequence of Theorem 8 above. In fact, it follows from Lemma 3 that

$$
\begin{equation*}
\left\|\mathbf{P}_{s, \mathbb{B}_{*}} f\right\|_{p}=\left\|\mathbf{T} \mathbf{P}_{s, \mathbb{B}_{*}} f\right\|_{p}=\left\|\mathbf{P}_{s, \mathbb{M}} \mathbf{T} f\right\|_{p} \tag{9}
\end{equation*}
$$

for all $f \in L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$. Using the upper bound for the operator $\mathbf{P}_{s, \mathbb{M}}$ from Theorem 8 and Lemma 3 again, we obtain

$$
\left\|\mathbf{P}_{s, \mathbb{B}_{*}} f\right\|_{p} \leq C \csc (\pi / p)\|\mathbf{T} f\|_{p}=C \csc (\pi / p)\|f\|_{p}
$$

for all $f \in L^{p}\left(\mathbb{B}_{*},|z \bullet z|^{\frac{p-2}{2}} d v_{s}\right)$, where $C$ is a constant indepndent of $p$. This shows that $\left\|\mathbf{P}_{s, \mathbb{B}_{*}}\right\|_{p} \leq C \csc (\pi / p)$ for all $1<p<\infty$.

On the other hand, it follows from (8) that $\left\|\mathbf{P}_{s, \mathbb{B}_{*}}\right\|_{p} \geq C \csc (\pi / p)$ for all $p \geq 2$. By duality, this holds for $1<p \leq 2$ as well, which completes the proof of Theorem 1.

## References

[1] Hahn, K. T.; Pflug, P. On a minimal complex norm that extends the real Euclidean norm. Monatsh. Math. 108 (1998) 107-112. MR0930429 (89a:32031), Zbl 0638.32005.
[2] Mengotti, G. The Bloch space for minimal ball. Studia. Math. 148 (2001) 131-142. MR1881257 (2002k:32006), Zbl 0993.32002.
[3] Mengotti, G.; Youssfi, E. H. The weighted Bergman projection and related theory on the minimal ball and applications. Bull. Sci. Math. 123 (1999) 501-525. MR1713302 (2000i:32003), Zbl 0956.32006.
[4] Oeljeklaus, K.; Pflug, P.; Youssfi, E. H. The Bergman kernel of the minimal ball and applications. Ann. Inst. Fourier (Grenoble) 47 (1997) 915-928. MR1465791 (98d:32028), Zbl 0873.32025.
[5] Oeljeklaus, K.; Youssfi, E. H. Proper holomorphic mappings and related automorphism groups. J. Geom. Anal. 7 (1997) 623-636. MR1669215 (2000b:32037), Zbl 0942.32019.
[6] Pflug, P.; Youssfi, E. H. The Lu Qi-Keng conjecture fails for strongly convex algebraic domains. Archiv der Mathematik 71 (1998) 240-245. MR1637386 (99k:32040), Zbl 0911.32037.
[7] Rawnsley, J. H. A nonunitary pairing of polarisations for Keppler problem. Trans. Amer. Math. Soc. 250 (1979) 167-180. MR0530048 (81m:58037), Zbl 0422.58019.
[8] Vukotić, D. A sharp estimate for $A^{p}$ functions. Proc. Amer. Math. Soc. 123 (1993) 753-756. MR1120512 (93d:46042), Zbl 0773.32004.
[9] Zhao, R.; Zhu, K. Theory of Bergman spaces in the unit ball. Memoires de la SMF 115, 2008. MR2537698 (2010g:32010), Zbl 1176.32001.
[10] ZHu, K. A sharp norm estimate of the Bergman projection on $L^{p}$ spaces. Bergman spaces and related topics in complex analysis, 199205, Contemp. Math., 404. Amer. Math. Soc., Providence, RI, 2006. MR2244014 (2007f:32007), Zbl 1105.32006.
[11] ZHu, K. Spaces of holomorphic functions in the unit ball. Graduate Texts in Mathematics, 226. Springer-Verlag, New York, 2005. x+271 pp. ISBN: 0-387-22036-4. MR2115155 (2006d:46035), Zbl 1067.32005.

Gonessa: Université de Bangui, Département de mathématiques et Informatique, BP.908, Bangui, République Centrafricaine
gonessa.jocelyn@gmail.com
Zhu: Department of Mathematics and Statistics, SUNY, Albany, Ny 12222, USA
kzhu@math.albany.edu
This paper is available via http://nyjm.albany.edu/j/2011/17a-6.html.

